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Abstract

Wide Area Networks (WANs) form the network core that covers wide geographical areas. WANs often have complex topologies, and it is challenging to incorporate multiple controllers in the control plane to reduce the network delay in Wide Area Software Defined Networks (WASDNs). We propose a distributed controller placement problem (DCPP) for various control plane structures to address this challenge. While existing exhaustive and greedy algorithms cannot efficiently solve the DCPP over many large-scaled WASDNs, we propose a network simplification strategy based on a novel global network coefficient, polyindex, to identify all the nonoverlapped cliques in networks and characterize the topology features of such complex networks. With such strategy, the good number, organization, and placements of controllers for the DCPP over large-scaled WASDNs can be determined. Extensive evaluations demonstrate the effectiveness of the polyindex in capturing the features of sparse WANs. While applying the proposed strategy over large-scaled WANs with small and medium polyindexes can quickly find the placements for the DCPP while meeting the given delay requirement, carefully adjusting the delay requirement and threshold is the key to generate high quality frontiers while keeping the time cost low over the WANs with large scales and polyindexes.
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1 Introduction

Wide area networks (WANs) often have complex topologies that present the dynamic evolution of network connectivity but cannot simply describe. WANs connect terminals with various levels of intelligence and support applications with diverse requirements in a wide geographical area, and they normally should provide flexible Quality of Services (QoS) that static management strategies commonly employed by WANs cannot meet [1]. Wide area
over large-scaled WASDNs.

It is challenging to solve the DCPP in an acceptable time over large-scaled WASDNs. Exhaustive algorithms are not feasible, because their complexity grows significantly as the size of the network increases. Greedy heuristics algorithms [5-6] are not feasible either, because the DCPP has two conflicting objectives, while a greedy strategy typically cannot optimize one objective without degrading the other conflicted objective. Although multiple-objective problems can be converted to single-objective problems by weighing the importance of objectives or converting objectives to constraints [5], these approaches cannot generate Pareto optimal solutions for the CPPs. Pareto optimal solutions are solutions at which none of the objective functions can be improved in value without degrading the other objectives values. A set of Pareto optimal solutions form a Pareto frontier. Generating Pareto frontiers is crucial for CPPs to investigate the trade-offs of objectives and find the needed best solution given the system operator’s or user’s preference.

Evolution algorithms such as Non-dominated Sorting Genetic Algorithm (NSGA-II) [7], Particle Swarm Optimization (PSO) [8], and simulated anneal (SA) [9] can solve CPPs with conflicted objectives without involving greedy assignment and exhaustive searches. However, they may generate frontiers with poor qualities, because CPPs over large-scaled WASDNs often have a large solution space, while the spaces that evolution algorithms can search are very limited [9]. Also, exhaustive and evolution algorithms cannot quickly determine the number and organization of controllers, making the DCPP even harder to be solved than CPPs over large-scaled WANs.

To address these issues, this article aims to effectively reduce the solution space of the DCPP over large-scaled networks, so that the DCPP can be solved in a low time cost and high accuracy. By a thorough analysis of currently proposed topologies of WANs, we find the difference of topologies of WANs links to the number and order of the cliques existing in the networks, although WANs are often sparse and complex. Since the existing global network properties such as density and clustering coefficients [10] cannot capture such a difference among sparse topologies, this article proposes a novel global network coefficient, polyindex, and further develops a network simplification strategy based on it to significantly reduce the solution space of the DCPP over large-scaled WANs. To the best of our knowledge, this work is the first effort that applies nonoverlapped cliques identification in solving CPPs. More particularly, this article makes the following 4 contributions:

(1) The DCPP that co-optimizes the organization and placement of controllers with two conflicting objectives that minimize the worst case con2swi and con2con delays is formulated. The worst case delays instead of the average delays are considered for real-time imaging processing applications to meet their rigid delay requirements.

(2) Polyindex is proposed to capture the number of nonoverlapped cliques with orders of 3+ over a network. Nonoverlapped cliques are the cliques without other cliques inside. The order of a clique is the number of nodes that form the clique.

(3) A novel simplification strategy based on the proposed polyindex coefficient is developed to form the set of candidate locations for controller placements, so that the DCPP can be solved by the existing exhaustive algorithms over the set to achieve a high accuracy and efficiency. Layered distributed control plane with the number of controllers roughly determined by the longest path in a network for most of the WANs are suggested.

(4) Extensive evaluations over all the topologies of WANs collected by the Internet Topology Zoo [11] are conducted to demonstrate the ability of polyindex in characterizing the density of sparse and complex WANs, and to demonstrate the accuracy of the proposed simplification strategy in solving the DCPPs.

The rest of this article is organized as follows. Section 2 presents the related work and the network analysis conducted. Section 3 formulates the DCPP. While the polyindex is proposed in Section 4, the novel simplification mechanism is presented in Section 5. An extensive evaluation is provided in Section 6 followed by the conclusions in Section 7.

## 2 Related Works and Network Analysis

This section summarizes the related works on distributed control planes, controller placement problems, solving controller placement problems, and identification of clique over WANs.

### 2.1 Distributed Control Planes

Distributed control planes are logically centralized but physically distributed [12]. They maintain a global network view to enable network-wide management. They can be layered or flat distributed. Layered structure often have a root controller in the upper layer and multiple local controllers in the lower layer. Since each switch connects to a local controller, local controllers maintain the view of a network partition and process the (local) flows within the partition. The root controller maintains the global network view by collecting local network views from local controllers, and processes network-wide flows forwarded by local controllers. In a flat distributed control plane, all controllers are equal peers. Although each controller plays the same role and processes both local and network-wide flows, it may have access to other controllers to construct/retrieve the global network view. In layered distributed control plane, the root controller communicates to the local controllers, but no
interaction among the local controllers is enable. However, flat distributed control plane enable interactions among any two controllers.

2.2 Controller Placement Problems

Previously proposed CPPs are formulated for both data center networks and WASDNs. CPPs for data center networks typically model the real flows in the network and consider the flow processing delay, because data center networks place their nodes closely and have much larger flow processing delays than propagation delays [13]. In contrast, CPPs over WASDNs need to consider the relatively large propagation delays between geographically widespread nodes. As listed in Table 1, most CPPs over WASDNs only consider con2swi delay or both con2swi and con2con delays given a specific control plane organization, because some objectives such as load imbalance may be meaningless [3], as varous computing and storage resources can be given to controllers according to their loads, or can be converted to a constraint based on the preference [5]. Therefore, the DCPP is formulated to simultaneously optimize both controller organization and placement without prior preference information, its solutions should simultaneously minimize the con2swi and con2con delays to produce a Pareto frontier that enables optimization given any preference information.

Table 1. The comparison of controller placement problems

<table>
<thead>
<tr>
<th>CPP</th>
<th>Control plane</th>
<th>Objective</th>
<th>Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>[3]</td>
<td>specific</td>
<td>1</td>
<td>Greedy</td>
</tr>
<tr>
<td>[6]</td>
<td>specific</td>
<td>1</td>
<td>Greedy</td>
</tr>
<tr>
<td>[5]</td>
<td>specific</td>
<td>2</td>
<td>Greedy</td>
</tr>
<tr>
<td>[4]</td>
<td>specific</td>
<td>2</td>
<td>Exhaustive</td>
</tr>
<tr>
<td>[8]</td>
<td>specific</td>
<td>2</td>
<td>EA</td>
</tr>
<tr>
<td>[14]</td>
<td>specific</td>
<td>2</td>
<td>EA</td>
</tr>
<tr>
<td>[15]</td>
<td>specific</td>
<td>2</td>
<td>EA</td>
</tr>
<tr>
<td>DCPP</td>
<td>general</td>
<td>2</td>
<td>Exhaustive</td>
</tr>
</tbody>
</table>

2.3 Solving Controller Placement Problems

Since exhaustive algorithms [4, 14] and greedy heuristic algorithms [5-6] are not suitable for the DCPP over large-scaled WASDNs, evolution algorithms (EAs) can be applied to solve many CPPs proposed previously. However, it is a great challenge for them to provide high quality approximation solutions [16-18]. Our previous work incorporates a PSO-based mutation for NSGA-II to produce approximate solutions for the CPP with a short convergence time, but it may generate poor quality solutions over large-scaled WANs. Therefore, finding a way to simplify the complex topology of WANs and effectively reducing the solution space of CPPs over large-scaled WANs is significant in making exhaustive algorithms time feasible or improving the quality of frontiers generated by evolution algorithms.

2.4 Identification of Cliques in WANs

WANs are often complex and have wide various scales. We collect 227 networks archived by the Internet Topology Zoo and compute their basic information. We find out these WANs have 3 to 714 nodes, the length of the paths (the shortest path between two nodes) ranges from 3.4 to 2,155,564 km, and degrees of the nodes range from 1 to 53. In average, a WAN has 33.5 nodes with degrees of 2.5. The average length of paths in a WAN is 88,773 km.

We then group all the WANs into 3 categories, as listed in Table 2, the ones with the number of nodes 1) less than the average (small scale), 2) twice of the average (medium scale), and 3) the others (large scale). We find out 160 of 227 WANs have the number of nodes smaller than the average (33.5 nodes), 47 of 227 WANs have 34 to 67 nodes, and only 20 of 227 WANs have the number of nodes greater than 67. We then further compute their typical global network properties including assortativity, clustering, density, and clique communities using built-in functions provided by Brain Connectivity Toolbox [19] of Matlab [20].

Table 2. WANs collected by the Internet Toplogy Zoo

<table>
<thead>
<tr>
<th>Network scales</th>
<th>Node counts</th>
<th>Network counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>Less than 33.5</td>
<td>160</td>
</tr>
<tr>
<td>Medium</td>
<td>Less than 67</td>
<td>47</td>
</tr>
<tr>
<td>Large</td>
<td>Greater than 67</td>
<td>20</td>
</tr>
</tbody>
</table>

2.4.1 Assortativity

Assortativity [21] is a property that characterizes how nodes tend to be connected with each other. It is defined as the Pearson correlation between the degree of connected nodes. Commonly, a network that has a positive assortativity implies that the nodes with similar degrees tend to be connected to each other, and a negative assortativity implies that the nodes with a low degree tend to connect to the nodes with a high degree [10]. As shown in Figure 1(a), all the WANs collected have negative or positive assortativities, and no assortativity of 0 has been found. Figure 1(b) indicates that smaller-scaled WANs tend to have negative assortativities while the assortativities of larger-scaled WANs tend to be positive, implying that smaller-scaled WANs are likely to form star-based topologies while the topologies of larger-scaled WANs are likely circle- or line-based. Therefore, the common method that removes the nodes with degree of 1 from networks can significantly simplify a smaller-scaled WAN due to the star-based topology, but it may not fit larger-scaled WANs, in which very few nodes have degrees of 1 due to the circle- or line-based topology. This is why we need to develop extra strategy for topology simplification.
2.4.2 Clustering, Density, and Clique Communities

The clustering and density coefficients calculate the number of triangles and edges in a network, respectively [10, 19]. While Figure 2(a) and Figure 2(b) show the clustering coefficients for the collected WANs, the density coefficients are illustrated in Figure 2(c) and Figure 2(d). It is apparent that the clustering and density coefficients decrease as WANs scale up, implying larger-scaled WANs are sparser. Figure 2(c) demonstrates a trend that a WAN with more nodes has a lower density, although its clustering coefficient does not have to be larger than the ones with less nodes, especially for those WANs with medium or large scales, as shown in Figure 2(a). Since the clustering and density coefficients are both very small for larger-scaled WANs, it is difficult to use such properties to differentiate the features of such WANs.

Clique community coefficient [19] uncovers the overlapped cliques given the maximum size of cliques. It identifies the communities in a network but not the relationship among communities. Therefore, it is not suitable to identify the structure or hierarchy of a WAN. Clique community coefficient also has a shortage in determining the maximal size/order of the cliques. The clustering coefficients with a certain size of $n$ cannot
apply to identify the hierarchy of WANs, because there is no easy way to determine the value of $n$, and the clustering coefficients for the cliques with a particular order of $n$ may still very small since larger-scaled WANs are very sparse. Therefore, it is significant to propose a novel global network coefficient to differentiate the feature of sparse WANs.

### 2.4.3 Summary

WANs are sparse and may consist of a surprising level of structural order. Detecting cliques can identify the hidden structure of hierarchies and communities in a network. The density, clustering [22-23], and clique community coefficients [24] proposed in current research can characterize a certain type of structures in networks. In general, density and clustering detect the nonoverlapped 2-order and 3-order cliques, respectively, while clique community coefficient catches all overlapped cliques with the order smaller than $n$. As listed in Table 3, Caldarelli et al. propose a 4-order clustering coefficient that catches the nonoverlapped 4-order communities [26], and Bianconi et al. further extend the cliques’ order to $n$ in growing scale-free networks for discovering the nonoverlapped $n$-order communities [25]. Shergin et al. identify the number of circles as a function of network size, and Chen et al. further find that a majority of the circle orders obey Weibull distribution, of which the shape parameter $\alpha$ and the shape parameter $B$ have approximate power-law relationships with the Perron-Frobenius eigenvector of the samples [27]. Since community coefficient targets community discovery, and the existing density coefficients only identify the cliques, with a particular order, for instance, the density and clustering coefficients identify 2- and 3-order cliques, the 4-order and $n$-order clustering coefficients only identify the cliques with the order of 4 and $n$, none of them can directly differentiate the structure of WANs, which is typically quite sparse. Therefore, a novel network coefficient is needed to characterize the topology feature of WANs, and our proposed polyindex is the first effort for this purpose.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>edges over all connections</td>
</tr>
<tr>
<td>Clustering [23]</td>
<td>triangles over all nodes</td>
</tr>
<tr>
<td>cliques [26]</td>
<td>polyshape with order of 4</td>
</tr>
<tr>
<td>cliques [25]</td>
<td>cliques with order of $n$</td>
</tr>
<tr>
<td>clique community [24]</td>
<td>cliques with order of $n$- all nonoverlapped cliques</td>
</tr>
</tbody>
</table>

### 3 Formulating DCPP

Given a WAN that controllers can only be placed at the locations where the switches are located, let $I$ be the set of controllers in the control plane, and $J$ be the set of switches in the data plane, we compute the worst case con2swi delay $D_{con}(I, J)$ and con2con delay $D_{con}(I)$ to abstract the performance and scalability of the whole network. We consider the worst case delay scenario instead of the average delay scenario to ensure every controller and switch can meet the delay requirement for real-time image processing applications in IoT networks. We consider the following 3 constraints:

1. two controllers cannot be placed at the same location ($C1$);
2. each switch is connected to only one controller ($C2$);
3. each switch generates one unit of load to its attached controller ($C3$).

For each controller placement, consider two different controllers $i, k \in I$, and a switch $j \in J$. We use binary variables $a_{ij}$ to describe the attachment of switch $j$ to controller $i$, and $b_{ik}$ to describe the cooperation of controllers $i$ and $k$, such that $a_{ij} = 1$ or $b_{ik} = 1$ if such an attachment or cooperation is enabled, or equal 0 otherwise. Since the DCPPP targets in-band control planes, we use $p_{ij}$ and $p_{ik}$ to represent the propagation delays between controller $i$ and switch $j$, and between controllers $i$ and $k$, respectively. The largest con2swi delay and con2con delay can be respectively computed as equations (1) and (2), and the constraints can be formulated as (3), (4), and (5), respectively.

$$D_{con}(I, J) = \max_{i \in I, j \in J} p_{ij}a_{ij}$$  \hspace{1cm} (1)

$$D_{con}(I) = \max_{i \in I, k \in I, j \in J} p_{ik}b_{ik}$$  \hspace{1cm} (2)

$$C1: p_{ik} \neq 0, \forall i \in I, k \in I, i \neq k$$  \hspace{1cm} (3)

$$C2: (a_{ij} = 1 \land a_{kj} = 1) \neq 1, \forall j \in J, i, k \in I, i \neq k$$  \hspace{1cm} (4)

$$C3: c_{ij} = \sum_{j \in J} a_{ij} 0, \forall i \in I$$  \hspace{1cm} (5)

For flat distributed control planes, (1) and (2) respectively compute the worst case delays between switches and their controllers, and between two controllers; for layered distributed control planes, (1) and (2) respectively compute the longest delays between switches and their local controllers, and between local controllers and the root controller. $b_{ik} = 0$ for every $i$ and $k$ belong to $I$ abstracts a distributed control plane with no inter-controller cooperation, over which only (1) applicable, and (2) is meaningless. Consequently, (1) and (2) in general are applicable to any distributed control planes, and the DCPP is generalized to $\min_{I, J} (D_{con}(I, J), D_{con}(I))$ such that $C1$, $C2$, and $C3$ are satisfied for each $I$ and $J$ over WASDNs.
4 Polyindex

The analysis in Section 2.4 shows the majority of larger-scaled WANs have a positive assortativity with very small clustering coefficients for any specific order. This suggests that WANs have circle- or line-based topologies. We therefore develop a novel network coefficient called polyindex that counts the number of nodes attached to all nonoverlapped cliques in a network divided by the total number of nodes of the network, to capture the topology feature of such larger-scaled WANs. Particularly, WANs are abstracted to undirected graphs with the set of nodes $M$, let $C$ be the set of nonoverlapped cliques, $c_i$ be the number of nodes attached to the clique $i \in C$, the polyindex is formulated as follows:

$$\text{polyindex} = \frac{1}{|M|} \sum_{i \in C} c_i$$

Polyindex accumulates the total number of nodes linking to all nonoverlapped cliques in a network. The value of the polyindexes of WANs can be wide various. A WAN with polyindex of 0 suggests that WAN has a star-based or line-based topology, since no clique exists. A WAN with polyindex smaller than 1 suggests that network has nodes not linking to any circles. Although a network with polyindex of 1 does not mean it should have cliques exactly linking to all the nodes in the network, since some nodes may be shared by cliques, a larger polyindex value does imply a denser topology, especially when the value of polyindex is greater than 1.

To compute the value of polyindex, we develop an algorithm based on the class of polyshape in Matlab. As shown in Figure 3(a), the algorithm takes the adjacent matrix $A$ of a WAN as the input and starts to calculate the degree of each node. It then keeps trimming the nodes with degrees of 1 until all the nodes in the trimmed network have degrees greater than 1. By finding all the nonoverlapped cliques in the network after trimming and summing the number of nodes linking to those cliques divided by the total number of nodes in the original network, the algorithm outputs the value of polyindex.

We further compute the polyindex of all the WANs collected by the Internet Topology Zoo. As shown in Figure 3(b), the polyindexes of the WANs in the groups of small, medium, and large scales range from 0 to 7, 0 to 4, and 0 to 3, respectively. The polyindexes of WANs in each group spread all over the ranges, no increase or decline trend has been suggested. As shown in Figure 3(c), a certain portion of the WANs in each group has polyindexes equaling 0, implying that a certain portion of WANs in each group has star- or line-based topologies, although the portion in the group of larger scales is smaller. Although almost every WAN collected has very small dense and clustering coefficients, nearly half of the WANs in each group has polyindexes greater than 1, suggesting that forming cliques with high orders (higher than 3) is one of the major features of WANs. Since WANs often cover a wide geographic area, cliques with higher order often suggest a coverage of larger geographic areas. Carefully dealing with the nodes located at the boundary of high-order nonoverlapped cliques will be the key for network simplification.

![Figure 3](image-url)
5 Network Simplification for the DCPP

This section introduces the method that simplifies the topologies of WANs to determine the number and the organization of controllers for DCPP.

5.1 Candidate Location Set for Controllers

Simplifying WANs such that the solution space of the DCPP over large-scaled WANs can be effectively reduced is crucial to generate high quality frontiers while reducing the computation complexity, no matter exhaustive or evolution algorithms are applied. The common method that only trims the nodes with degrees of 1 over WANs is not efficient, while simply trimming all the nodes with degrees of 2 may ruin the hierarchy of topology, because a majority of nodes linking to cliques and they have degrees of 2.

As shown in Figure 3, although WANs have a big difference in topologies, larger-scaled WANs often have positive assortativity and polyindex greater than 1, suggesting high-order cliques widely exist and they may cover the entire networks. Accordingly, carefully dealing with cliques without changing the structure of networks is therefore the key for network simplification.

Since the DCPP is to minimize the worst case con2swi and con2con delays, we propose to generates a candidate location set for the placement of controllers by jointly considering the longest path, the nodes with long link distance, and merging the small nonoverlapped cliques in networks.

Particularly, given a WAN, let $I_{con1}$ be the set consisting of all the nodes along its longest path, and $I_{con2}$ be the set consisting of all the nodes with link distance greater than a given $L$ that is typically related to a delay requirement that the DCPP should meet. Let $I_{con3}$ be the set consisting of all the nodes with degrees greater than 2 and shared by at least two cliques. Considering some large-scaled WANs may have many nonoverlapped cliques, leading to a huge number of nodes in $I_{con3}$, we can merge those cliques that are neighbors and have areas smaller than a given threshold to reduce the size of $I_{con3}$. The candidate location set $I_{con}$ is generated by unioning the sets $I_{con1}$, $I_{con2}$, and $I_{con3}$ for the controller placements of the DCPP.

Merging nonoverlapped cliques may only works on the WAN with large polyindex, since the WANs with small polyindex have no clique or only several separated cliques in the network. For those WANs with large polyindex, the value of the threshold determines the size of set $I_{con3}$, which directly affects the quality of frontier generated by the exhaustive algorithms that solve the DCPP. Choosing the value of the threshold should consider the coverage of cliques. Let $aveS$ be the average area of cliques of a WAN, Figure 4(a) illustrates the algorithm merging cliques. Figure 4(b) and Figure 4(c) present the cliques with thresholds of 0 (no clique has been merged) and $4aveS$, respectively. Each color presents a clique.

![Simplification algorithm](image)

Figure 4. Simplification algorithm and the topology after simplification with various thresholds.
5.2 Number of Controllers

Determining the number of controllers in the control plane for the DCPP is very challenging. The easiest way is to do an exhaustive search starting from 1 controller up, but it is too time consuming. Current literature also proposed to use clustering approaches such as hierarchical clustering or Self-Organized Map (SOM) to quickly determine the number of clusters in WANs [28]. However, as the proposed DCPP is to find the controller placement for real-time image processing applications that often have a requirement in network delays, we can roughly determine the number of controllers according to such a delay requirement.

Since the DCPP considers the worst case delays, we propose to use the length of the longest path in a WAN \( L_{\text{longest}} \) to determine the least number of controllers \( I_{\text{min}} \) that the network have to involve, given the delay requirement as \( T_{\text{stoc}} \). It should be noticed that \( I_{\text{min}} \) may not exactly the number of controllers for the DCPP. In many cases, for instance when the WANs with several very long paths spreading the whole network, \( I_{\text{min}} \) works as the starting point to find the final result to reduce the time cost. Let \( L_{\text{longest}} \) and \( L \) be the length of the longest path of a WAN and the distance a controller can manage, respectively, then \( L = 3 \times 10^8 T_{\text{stoc}} \), and the least number of controllers in the control plane should be \( I_{\text{min}} = \frac{L_{\text{longest}}}{2L} \).

5.3 Organization of Controllers

Although the organization of controllers is typically highly related to the topology of WANs, we have conducted extensive evaluations and found that a layered distributed control plane typically maintained shorter con2swi and con2con delays than a flat distributed one. It is more suitable to support real-time image processing application over large-scaled WANs for IoTs. Layered organization is also easy to enforce edge computing and learning-based applications while maintaining the existing administration features in IoTs. We will use the layered organization in the DCPP.

6 Evaluation

We compute the \( L_{\text{longest}} \) for each WAN collected by the Internet Topology Zoo, and find that such WANs has longest paths ranging from \( 4.4 \times 10^6 \) to \( 2155.6 \times 10^6 \) meters. Among 227 collected WANs, 117 of them have the length of longest paths greater than \( 30 \times 10^6 \) meters, 147 of them have the length of longest paths greater than \( 60 \times 10^6 \) meters. Since the network latency of WANs are normally the level of ms, we let \( T_{\text{stoc}} \) be 100ms (it can be considered as the con2swi delay that the DCPP should roughly meet), then \( L \) be \( 30 \times 10^6 \) meters (\( L = 3 \times 10^8 \times 100 \times 10^{-3} = 3 \times 10^6 \)). Since 1 controller should be placed every \( 2L \) along the longest path to roughly meet the requirement of 100ms, then 147 of such WANs has to have at least 2 controllers to meet the delay requirement.

We categorize WANs collected by the Internet Topology Zoo into 3 types: 1) WANs with small ([0, 0.5]), 2) medium ([0.5, 1]), and 3) big ([1, -]) polyindexes, as listed in Table 4. In the rest of this section, we firstly discuss the network simplification for each type of WANs, and then solve the DCPP over the selected WANs. All the algorithms used for evaluations are programmed in Matlab and run on a laptop with i5-8250U CPU (1.6GHz) and 8G RAM.

<table>
<thead>
<tr>
<th>Cat.</th>
<th>Count</th>
<th>Sca.</th>
<th>Top.</th>
<th>MLP</th>
<th>LC</th>
</tr>
</thead>
</table>
| [0, 0.5) | 8 | M | Line+ | 6L | 3+
| 5 | L | 6L | 3+ |
| [0.5, 1) | 27 | S | Several cliques | 62L | 31+
| 18 | M | 18.9L | 10+
| 7 | L | 26.3L | 14+
| [1, -) | 85 | S | Many cliques | 55.6L | 28+
| 21 | M | 44.3L | 23+
| 8 | L | 8.7L | 5+

6.1 Number and Organization of Controllers

57 of 227 WANs have polyindexes in [0, 0.5), suggesting that these WANs have a line-based topology with no or very limited number of nonoverlapped cliques. Line-based topologies may have a long path together with multiple short paths. Pure line-based topologies remain nothing after trimming. Therefore, for such type of WANs, their \( |f_{\text{con}}| \) is 0 or a small interger if polyindex is 0 or otherwise. Line-based topologies may have positive or negative assortativities. While a line-based topology with a positive assortativity suggests that nodes with similar degrees in the network are connected with each other, a line-based topology with a negative assortativity implies that although many nodes with low degrees connect to some nodes with high degrees, the nodes with high degrees form a line topology. Figure 5(a) shows the topology of Syringa. The length of its longest path is \( 84.12 \times 10^6 \). Since this path is greater than \( 2L \) but smaller than \( 3L \), 2+ local controllers have to involve to meet the requirement of 100ms, 1 more controller can be added as the root controller to form a layered structure. The number of controllers for the DCPP over Syinga is 3+ and they should be layered distributed. Figure 5(b) shows the topology of DialtelecomCz, which consists of 116...
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nodes. Its polyindex is 0.13, implying a line-based topology with very limited areas covered by cliques. Since the length of its longest shortest path is $3.81 \times 10^6$ $m$ that is smaller than $2L$, 1 controller can manage the whole network while meeting the delay requirement of 100ms. No layered organization is needed.

52 of such 227 WANs have polyindexes ranging from 0.5 to 1. These WANs are likely to construct several big cliques. Figure 6 shows the topology of Vtlwavenet2011, which consists of 91 nodes. Vtlwavenet2011 has two big nonoverlapped cliques and its longest shortest path is $1.35 \times 10^6$ $m$, which is greater than $4L$ but smaller than $6L$. It implies that 3+ local controllers should be placed, and 1 more controller can be added as the root controller to form a layered organization.

114 of 227 WANs have polyindexes greater than 1, suggesting those WANs construct many high-order cliques, the larger the polyindex is, the denser the WAN is. For such type of WANs, the proposed network simplification strategy should be applied. For instance, network Kdl consists of 714 nodes. Its polyindex is 1.14. It is the largest network among the WANs collected by the Internet Topology Zoo. The length of its longest path is $1.91 \times 10^6$ $m$, which is greater than $6L$, implying 4+ local controllers should be placed, and 1 more controller can be added to as the root to form a layered control plane. Since network Kdl is dense based on its polyindex, we calculate the average area ($aveS$) of all the nonoverlapped cliques, and use 0 and $4aveS$ as the threshold to merge the nonoverlapped cliques. The topologies after merging are shown in Figure 4(b) and Figure 4(c), respectively, and the number of nodes in $I_{opt}$ is 186 and 42, respectively. This suggests that adjusting the value of the threshold can change the number of cliques in the network Kdl, and hence the size of set $I_{opt}$. Exhaustive algorithms can be applied to solve the DCPP if the
number of nodes in $I_{\text{can}}$ can be reduced to 50-.

6.2 Solving the DCPP

As listed in Table 4, exhaustive algorithms can be directly applied to quickly solve the DCPP when the number of controllers is small and the scale of WANs is not large. For the WANs with more nodes or more controllers, exhaustive algorithms cannot solve the DCPP in a low time cost unless the network simplification strategy is enforced. We evaluate all the WANs collected by the Internet Topology of Zoo to show how the proposed strategy can help to solve the DCPP over large-scaled WANs.

6.2.1 Over WANs with Small Polyindex

Large-scaled WANs that have small polyindexes often have line-based topologies. For such type of WANs to generate the set $I_{\text{can}}$ for controller placements, sets $I_{\text{can}1}$ and $I_{\text{can}2}$ are mainly considered, because $I_{\text{can}3}$ is very small. For instance, $I_{\text{can}3}$ for both networks Syringa and DialtelecomCz is 0. Since the length of the longest paths in networks Syringa and DialtelecomCz is 2.8$L$ and 1.3$L$, respectively, 2+ and 1+ local controllers should be placed to roughly meet the delay requirement of 100ms, respectively. As shown in Figure 7(a) and Figure 7(b), while 2 local controller can make the con2swi delay of the DCPP over network Syringa smaller than 100ms, 1 local controller is good enough for the network DialtelecomCz. Having more controllers in the control plane can always reduce the con2swi delay. We also apply the exhaustive algorithm to solve the DCPP under $I_{\text{can}}=I$. It is apparent that the frontier generated in both situations are roughly the same, showing the proposed simplification strategy does not reduce the quality of frontiers for this type of WANs.

![Network Syringa and Network DialtelecomCz](image)

Figure 7. Solving networks, frontiers with labels con-2-s and con-1-s are over $I_{\text{can}}$, frontiers with labels con-2 and con-1 are over $I$

6.2.2 Over WANs with Medium Polyindex

This type of WANs often has several big overlapped cliques if their polyindexes are slightly greater than 0.5. If the WANs have polyindexes close to 1, they may also consist of a number of small cliques besides those big cliques. Regarding the WANs with large scales, it is practical and reasonable to deploy 14+ local controllers over 68+ switches. We choose network Vtlwavenet2011, which consists of 91 nodes and has polyindex of 0.5934. It is time consuming to directly applying exhaustive algorithms due to its network scale. We apply the proposed network simplification strategy to form the set $I_{\text{can}}$. We let $\text{threshold}=0$ and compute $I_{\text{can}3}$, which only consists of 4 nodes. We further compute $I_{\text{can}2}$, which is $\phi$ (no node has link distance greater than $L$), and $I_{\text{can}1}$, which consists of 43 nodes. Since the length of its longest path is 4.5$L$, and no nodes in $I_{\text{can}2}$, 3+ local controllers may need to roughly meet the delay requirement of 100ms. We let $I_{\text{can}}$ be the union of $I_{\text{can}2}$ and $I_{\text{can}3}$, and solve the DCPP with controllers placed over $I_{\text{can}}$.

As shown in Figure 8, having 2 local controllers in the control plane is able to reduce the con2swi delay smaller than 100ms. Keeping increasing the number of local controllers does not really change the frontiers a lot. If we let $I_{\text{can}}=I$, the exhaustive algorithms can find higher quality frontiers, in which placements have slightly shorter con2swi but much shorter con2con delays. Since we aim to find placements with con2swi delays that meet the requirement of 100ms, the proposed simplification strategy does find the placements that meet the requirement while reducing the time cost.
6.2.3 Over WANs with Large Polyindex

Among all the 227 WANs collected by the Internet Topology Zoo, 114 WANs have polyindexes greater than 1.5, implying such WANs have a relatively denser topology than other types of WANs. We choose network Kdl consisting of 714 nodes (the largest network collected by the Internet Topology Zoo) and solve the DCPP over it. Since its longest path is 6.4L and $I_{\text{con}2} = \emptyset$, 4+ local controllers are needed to roughly meet the delay requirement of 100ms. It is time consuming to directly applying exhaustive algorithms over network Kdl due to 714 nodes consisted in the network. We apply our proposed network simplification strategy to form the set $I_{\text{con}1}$. We compute $I_{\text{con}1}$, which consists of 62 nodes. Figure 9(a) shows the number of nodes in set $I_{\text{con}3}$ using various thresholds. It is apparent that the number of nodes in $I_{\text{con}1}$ decreases as the value of threshold increases. Since $I_{\text{con}}$ is the union of $I_{\text{con}1}$ and $I_{\text{con}3}$, and the number of nodes in both sets can be large, we need to form a $I_{\text{con}}$ with reasonable number of nodes without sacrificing too much accuracy.

As shown in Figure 9(a), as the value of threshold increases from $2\text{aveS}$ to $4\text{aveS}$, the number of nodes in $I_{\text{con}3}$ decreases from 67 to 41, while the frontier generated by the DCPP with controllers placed over $I_{\text{con}3}$ is not really changed. We let the threshold be $4\text{aveS}$. Since $I_{\text{con}1} = 62$, we form a $I'_{\text{con}1}$ by randomly selecting 1 4th nodes from $I_{\text{con}1}$, and let $I_{\text{con}} = I_{\text{con}3} \cup I'_{\text{con}1}$ and solve the DCPP. As shown in Figure 9(b), as the number of controllers increases, the placements with shorter con2swi and con2con delays are found and the quality of frontiers generated improved. However, the smallest con2swi delay is still greater than 100ms, keeping increasing the number of controllers may achieve the goal but it is too time consuming.
6.3 Discussion

6.3.1 Adjustment of Delay Requirement

Although in many cases, the number of controllers can be roughly determined by the length of the longest path, the size of set $I_{can}$ should also be considered if $I_{can}$ is greater than the ceiling of $\frac{L_{longest}}{2L}$. As shown in Figure 10(a), network Telcove consists of 71 nodes and has the polyindex of 0. The length of its longest path is roughly $6L$, and 14 nodes have link distances greater than $L$. While placing 3/4/5 local controllers in the control plane is only able to reduce the con2swi delay to roughly 290ms, as shown Figure 10(b), increasing the number of local controllers to 14 is able to reduce the con2swi delay to roughly 100ms. This is because it is impossible to reduce the con2swi delay to be shorter than 100ms unless each node in set $I_{can}$ is placed a controller if those nodes do not have other nodes to connect to. In this case, the delay requirement of 100ms should be increased to make the number and placement of controllers more reasonable.

(a) Topology of network Telcove
(b) The delays under various number of controllers

Figure 10. Solving GCPP over Network Telcove

For some WANs that have small scales but very long paths, using the ceiling of $\frac{L_{longest}}{2L}$ to roughly determine the number of controller can lead to a situation in which the number of controllers is comparable with the number of nodes in networks. In this case, the delay requirement of 100ms should also be increased to make the number and placement of controllers more reasonable and practical.

6.3.2 Frontiers’ Quality after Simplification

The proposed simplification strategy can bring inaccuracy in generated frontiers, since controllers can only be placed on the selected locations. If WANs only need 2 or 3 local controllers according to their longest path, exhaustive algorithms can be directly applied over the original networks without simplification. If WANs have larger scales or need more controllers, the simplification strategy should be applied. The WANs with small polyindexes can have higher quality frontiers after simplification, because the candidate locations for controllers include the nodes along the longest path, which typically forms the structure of such WANs. The simplification strategy does reduce the quality of frontiers generated for the DCPP over WANs with large polyindexes. Since the value of threshold for cliques merging affects the size of the candidate locations, there is a trend that the more candidate locations are provides, the higher quality frontiers can be generated. However, decreasing the value of threshold does not always increase the quality of generated frontiers. Choosing the right value for the threshold is crucial to generate high quality frontiers while reducing the time cost. To further increase the quality of frontiers, comprehensive approaches [29] should be applied, but more research should be done in our future work.

6.3.3 Layered and Flat Distributed Control Planes

We have applied layered and flat distributed control plane to all the WANs collected by the Internet Topology Zoo, but cannot present all the results in detail for the sake of pages. We have found that without inter-controller cooperation, distributed control planes can achieve the shortest con2swi delay, but do not support network-wide management. Flat distributed control planes can support network-wide management, but often place controllers closely to reduce the con2con delay. Shorter con2swi and con2con delay cannot be achieved simultaneously. We have found that layered distributed control planes in which isolated local controllers cooperate through a root controller can balance the con2swi and con2swi delays and provide efficient network-wide management.
for large-scaled WASDNs.

6.3.4 Placing Controllers over Networks with Big Cliquets

For in-band SDN systems, it is difficult to place controllers over the entire network to reduce the con2swi and con2con delays if the network consists of big loops. Such networks, in our case, will have polyindex ranging from 0.5 to 1. Placing controllers in the middle of the loops is an effective way to simultaneously reduce the con2swi and con2con delays if extra infrastructure can be constructed.

7 Conclusion

We have formulated a DCPP to investigate how the controller organization and placement can be jointly optimized with respect to the performance and scalability of a WASDN. We have proposed polyindex to characterize the feature of topologies of WANs. We have introduced the network simplification strategy based on polyindex to capture the structure of topologies, to determine the number and organization of controllers, and to form the candidate location set for controller placements, so that the DCPP over large-scaled WANs can be solved using exhaustive algorithms in a low time cost without sacrificing two much high accuracy. We have computed the polyindexes of all the WANs collected by the Internet Topology Zoo, and shown that polyindex coefficient can distinguish sparse WANs. Extensive evaluations have shown that the proposed network simplification strategy can quickly determine the number and organization of controllers and solve the DCPP with high quality frontiers over the WANs with small and medium polyindexes. Regarding the WANs with large polyindexes, the quality of frontiers increases as the threshold used by the simplification strategy to merge cliques decreases. Carefully choosing the threshold is the key to provide high quality frontiers while maintaining a low time cost.
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