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Abstract 

An ultra-wideband (UWB) positioning system consists 

of at least three anchors and a tag. Via the UWB 

transceiver mounted on each device in the system, we can 

use some techniques to obtain the distance between each 

anchor and the tag. Then we can further realize the tag 

localization by some classic algorithms. However, in the 

real environment, the uncertain measurement may bring 

incorrect distance as well as positioning information. 

Therefore, in this research, we intend to reconsider the 

positioning issue by incorporating some machine learning 

approaches with uncertain measurement in the real 

environment. Particularly, we utilize the concept of 

machine learning for overall consideration instead of 

using a model to evaluate the uncertainty. The 

experimental results show that our method can be applied 

to different cases, and some interesting properties in the 

practical experiments are presented. 

Keywords: Positioning system, Uncertain measurement, 

Machine learning 

1 Introduction 

A positioning system is a mechanism for 

determining the location of an object in a specific 

space. There are a lot of positioning technologies 

ranging from interplanetary systems to workspace 

systems for different applications both indoors and 

outdoors. For outdoor tasks, the Global Positioning 

System (GPS) is the most significant development for 

safe and efficient navigation and surveillance. 

However, it may not be always precise and available 

due to the effects of signal attenuation and multi-path 

propagation for indoor tasks [1-6]. Thus indoor 

localization is challenging and important while GPS is 

not useful for positioning. There are many existing 

indoor positioning researches thus far, such as ultra-

wideband (UWB) [7-8], radio frequency identification 

(RFID) [9], Bluetooth [10], Zig bee [11], dead 

reckoning (DR) [12-13], visible light communication 

(VLC) [14], WiFi systems [15], and mobile lidar [16]. 

Among these technologies, UWB is more attractive to 

us since it has been widely used for many indoor 

applications. It is a radio technology that utilizes a very 

low energy level for short-range, high-bandwidth 

communications over a large portion of the radio 

spectrum [17]. Thanks to the large spectrum, the signal, 

which is very broad in frequency, can be accurately 

measured in terms of the time it takes from a 

transmitter to a receiver. Also, with UWB, the signal is 

transmitted with low power, preventing interference 

with other systems using similar radio spectrum. A 

UWB positioning system consists of at least three 

anchors and a tag for a 2D plane application, and four 

anchors and a tag for a 3D one. Through the UWB 

transceiver mounted on each device in the system, we 

can utilize some techniques to obtain the distance 

between each anchor and the tag, e.g., time of flight 

(TOF), time of arrival (TOA), and so on. Then we can 

further realize the tag localization by some classic 

algorithms such as trilateration. However, in the real 

environment, the uncertain measurement may bring 

incorrect distance as well as positioning information. 

For example, multipath interference, which is a 

distortion of the signal, will take many different paths 

to the receiver with various phase shift and various 

polarisation shift [17]. Accordingly, it affects the 

transmission of UWB. 

In this research, we reconsider the UWB positioning 

issue by incorporating machine learning approaches 

with uncertain measurement in real and distinct 

scenarios. Our method intends to utilize machine 

learning for overall consideration regarding the real 

environment instead of using a deterministic model to 

estimate the uncertainty. For example, in [18], the 

authors assume that the measurements of the range 

between the target and beacons are corrupted with 

white Gaussian noise with variance. Also, the Log-

distance path loss model shown in [19] is composed of 

a normal random variable with a standard deviation. 

Next, so long as replacing the training set with the 

corresponding one, it is adapted to the different 

environment without modifying the procedure. Most 

important of all, we do not apply those complicated or 

combinatorial learning models to this research, we 

intend optimizing the classical trilateration algorithm 
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by only considering some simple machine learning 

approaches for the real-time purpose. Thus our method 

is more suitable for the mobile edge computing 

applications that may not have powerful computing 

hardwares in practice. 

Moreover, we test our method by many practical 

experiments, including distinct environments with 

various types of density of obstacles, different 

trajectories, and distinct number of reference points. 

These results from above experiments will show the 

ability of our design. In a word, this research has 

following main contributions: 

1. Using machine learning to enhance the classical 

trilateration; 

2. Proving that our method works well in various 

systemic and environmental conditions; 

3. Proving that the measurement errors are not 

normal distributions. 

This paper is structured as follows. In section 2, we 

review the necessary preliminary knowledge related to 

our work. In section 3, we start to introduce our idea, 

which is based on classic machine learning approaches 

to deal properly with uncertain measurement in real 

and distinct scenarios, in order to realize the tag 

localization based on a classical trilateration algorithm. 

The experimental results are provided in section 4, and 

some interesting properties of our method are 

presented in this section as well. Finally, section 5 

concludes the paper and discusses some possible future 

works. 

2 Preliminaries 

2.1 Problem Formulation 

In a UWB positioning system, each anchor can 

measure the distance from each tag to itself via some 

radio ranging approaches, e.g., ToF, ToA, and so on. 

The measured distance can be expressed as Equation 1: 

 ,
measure real

d d noise= +  (1) 

where the noise part is assumed as a white Gaussian 

noise generally. 

Further, we suppose that there are n anchors at 

known locations {(x1, y1), (x2, y2), …, (xn, yn)} and the 

sole tag at unknown position (x, y). Then we can 

collect a set of n samples at a time. Obviously, in a 

noise-free environment, these samples will satisfy the 

following equations: 

 

2 2

1 1 1

2 2

2 2 2

2 2

3 3 3

2 2

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,

( ) ( ) ,
n n n

d x x y y

d x x y y

d x x y y

d x x y y

= − + −

= − + −

= − + −

= − + −

�

 (2) 

in which di is the distance from the tag to anchori. 

The unknown position of the tag, (x, y), can be 

determined if n ≥ 3. Particularly, if n = 3, the only three 

anchors should not be in a line. It is the classical 

trilateration issue for a 2D plane. Here, we illustrate the 

ideal example with Figure 1, that is, the solution in a 

2D plane is the intersection of three circles centered at 

three anchors for n = 3. Note that if the issue is 

extended to a 3D space, all above conditions regarding 

the number of anchors should plus one. For instance, 

the unknown position of the tag in a 3D space, (x, y, z), 

can be determined if the number of anchors is greater 

than or equal to four. 

 

Figure 1. An ideal example with a sole solution of the 

positioning issue in a 2D plane 

Unfortunately, these circles may not intersect at a 

sole point while we consider uncertain measurement in 

the real environment. This means that there may be 

more than one solution, i.e., an area (Figure 2(a)), or no 

solution, i.e., no intersected point (Figure 2(b)), in a 

practical scenario. 

 
 

(a) An example with  

more than one solution  

in a 2D plane 

(b) an example  

without any solution  

in a 2D plane 

Figure 2. Examples 

2.2 Time of Flight (TOF) 

Consider the scenario in a UWB positioning system, 

the tag transmits a message, which contains the 

synchronization information that the message is sent at 

time t0. Then the anchor receives the message at time t1, 

the flight time of the message is ∆T = t1 − t0. 

Particularly, the speed of light in vacuum, commonly 
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denoted C, is a universal physical constant. It is exactly 

defined as C = 299792458 m/s. Then the speed of light 

in the atmosphere is lower due to many variables. Here, 

the distance between the above mentioned tag and 

anchor can be estimated: 

 tan * ,dis ce C T= Δ  (3) 

this is the simplest TOA method for estimating the 

distance [20-22]. 

However, the key is the clock of each tag and anchor 

in the UWB positioning system must be strictly 

synchronized, otherwise the error of the measuring 

range would be very large due to the velocity of 

electromagnetic wave. For example, even the clock 

error is only 1µs, the range error will be about 300m. 

Obviously, it is impracticable for general purposes that 

may only with tiny, cheap and power constrained 

devices. 

TOF is a modified method for dealing properly with 

the clock issue of TOA. We illustrate an example of 

the fundamental TOF method introduced in [20] with 

Figure 3. In order to estimate the distance between a 

tag and an anchor, the tag first sends message0 to the 

anchor at t0. Then upon receiving message0 at t1, the 

anchor makes a response, message1, to the tag at t2. 

Also, upon receiving message1 at t3, the tag replies 

message2 to the anchor at t4. At t5, the anchor receives 

message2 and then responds message3 to the tag at t6. 

Finally, upon receiving message3 at t7, we can obtain 

the measuring range by the following formulation: 

 3 0 2 1 7 4 6 5
( ) ( ) ( ) ( )

,
4

t t t t t t t t
T

− − − + − − −
Δ =  (4) 

where (t3 − t0), (t2 − t1), (t7 − t4), and (t6 − t5) are used to 

remove the effects of clock errors. Lastly, it is divided 

by 4 to get a one-way trip time ∆T. This has been 

proven that it will succeed to eliminate the clock error 

[20-22]. 

 

Figure 3. A fundamental TOF method with timestamp 

2.3 A classical Solution 

According to above discussion, we have known that 

with uncertain measurement in the real environment, 

circles may not intersect at a sole point. Namely, there 

may be more than one solution, i.e., an area, or no 

solution, i.e., no intersected point. One feasible 

solution for the scenario with more than one solution is 

that after obtaining these solutions, the average of them 

is the unique and optimal solution. We illustrate this 

idea by Figure 4. Foremost, suppose that we have a 

sole tag and three anchors. In accordance with the 

classical trilateration algorithm, we will obtain six 

possible solutions due to the erroneous measurement, 

i.e., (x’12, y’12), (x’13, y’13), (x’23, y’23), (x”12, y”12), (x”13, 

y”13), and (x”23, y”23). Then the average of them will 

be the unique and optimal solution, i.e., (x, y). 

 

Figure 4. A feasible solution for UWB positioning 

with uncertain measurement in a 2D plane 

On the other hand, for the scenario without any 

intersected point, i.e., no solution, we can further 

incorporate some assistant algorithms into the classical 

trilateration for the purpose of figuring at least one 

solution, e.g., digit-by-digit algorithm and so on. 

2.4 Regression Analysis 

Regression analysis is for estimating the relationship 

between a dependent variable and one or more 

independent variables [23-25]. Linear regression is the 

most common form, in which we can find a linear line 

that fits the data most closely. Then we can make a 

prediction by computing a weighted sum of the input 

features and the bias term, which is shown in the 

following equation: 

 
1 1 1 1 0

ˆ ,
n n n n

y x x xθ θ θ θ
− −

= + + + +�  (5) 

where y ̂ is the prediction, n the number of features, xi 

the ith feature, and θj the jth parameter. 

Next, polynomial regression is a form of regression 

analysis as well. The relationship between the 

dependent variable and the independent variables is 

presented as a nth degree polynomial in independent 

variables for n > 1 [23]. More specifically, if the data is 

more complex than a straight line, we can add powers 

of each feature as new features and then train this 

model on these extended features. This manner is 

called polynomial regression [25]. 

On the other hand, based on regression analysis, 

some researches perform both variable selection and 

regularization to enhance the interpretability and 

prediction accuracy, e.g., Lasso regression and Ridge 
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regression. Namely, both of them they can reduce the 

model complexity and prevent overfitting. Thus, we 

can regularize and optimize regression analysis by the 

following form: 

 21
ˆ: argmin [ ( ) ( )],

2
n i i

y y R
θ

θ θ= Σ − +  (6) 

where R(θ) is the regularization. Then it can be 

extended to distinct regularization forms, i.e., Lasso 

regression (Equation 7) and Ridge regression 

(Equation 8). 

 2

1

1
ˆ: argmin [ ( ) || || ],

2
n i i

y y
θ

θ λ θ= Σ − +  (7) 

 2 21
ˆ: argmin [ ( ) || || ],

2
n i i

y y
θ

θ λ θ= Σ − +  (8) 

3 Our UWB Positioning Procedure 

In the real environment, the uncertain measurement 

of time and/or distance may bring incorrect positioning 

information. Generally speaking, the noise part is 

assumed as a white Gaussian noise. In this research, we 

reconsider the UWB positioning issue by incorporating 

machine learning approaches with uncertain 

measurement. Our main concept is that the white 

Gaussian noise may not fit the uncertain measurement 

well in practice. Thus we use some machine learning 

approaches for overall consideration instead of using a 

deterministic model to evaluate the uncertainty. 

Particularly, several forms of regression analysis will 

be presented in the paper, i.e., linear regression, ith 

order polynomial regression, Lasso regression, and 

Ridge regression. Notice that in our pseudocode, we 

will use the term, regression analysis, to express them 

for the clear description. Also, in the experiments, we 

just need to replace the corresponding part with 

another for implementing different forms of regression 

analysis. 

Now we begin to elaborate our algorithm, which is 

UWB positioning procedure based on regression 

analysis and presented in Figure 5. Foremost, in the 

collecting phase, for a reference point, we initialize the 

locations of anchor anchori and the sole tag tag (lines 

1-2). Then we collect the real distance between anchori 

and tag, real_dis(anchori, tag), as well as the 

corresponding distance provided by the UWB 

positioning system, sys_dis(anchori, tag) (line 4). 

Namely, we can obtain the actual distance and its 

inaccurate version provided by the UWB positioning 

system as the training data. Particularly, we collect x 

pairs of distance information once for anchori and tag, 

both are located at specific locations (line 3). 

Obviously, if there are y anchors and z reference points 

in a scenario, we should collect xyz pairs of distance 

information as the training data. 

 

Figure 5. Our UWB positioning algorithm 

After the collecting phase, the procedure enters the 

learning phase. In this phase, the training data TDi will 

be refined first (line 5). More specifically, we sort the 

data in TDi from large to small and remove the largest 

10% and smallest 10%, this may help us remove some 

extreme unreasoned data. Then the residual data is 

averaged and stored back to TDi. Finally, we utilize the 

regression analysis to train a model for each anchor 

(line 6). Here is an interesting and important property 

needed to be addressed. According to our experimental 

results, even with the same real distance between the 

tag and different anchors, these anchors with the same 

specification in the UWB positioning system would 

report very distinct distance values. The intuition is 

that the environment states between the tag and the 

anchors are different, and there may be some hardware 

component tolerances of these anchors, thus it is better 

to train different models for distinct pairs of anchors 
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and tags. 

On the other hand, in the implementation phase, 

upon receiving the distance information distancei from 

the anchor anchori, we will utilize the corresponding 

predictor predictor(reg_modi, distancei) to obtain the 

new distance information new_distancei (line 7). 

Notice that according to the above discussion, we will 

have a unique model for each pair of anchor and tag. 

Hence, by checking the source of the distance 

information, the corresponding model can be applied to 

optimize the distance information. 

Finally, upon receiving enough distance information 

at a specific time interval, i.e., at least three distance 

values from distinct anchors, we can apply a 

trilateration algorithm to estimate the location of the 

tag, i.e., tagx and tagy (line 8). 

4 Experimental Results 

In this section, we start to illustrate the experiments 

detailedly. The experimental settings are listed below: 

‧ 3 scenarios are considered in our experiments, i.e., 

classroom, parking garage, and parking lot (Figure 

6). 

‧ 4 anchors are set at fixed positions. 

‧ Varied number of static reference points are used for 

collecting the training data in a scenario, i.e., 8, 12, 

and 16. 

‧ For each reference point, we have collected 100 

continuing distance values. 

   

(a) classroom (b) parking garage (c) parking lot 

Figure 6. Three scenarios are considered in our experiments

‧ The detailed locations of all anchors and reference 

points are shown in Figure 7. 

 

Figure 7. The detailed locations of all anchors and 

reference points in our experiments 

‧ The testing data are collected by 2 kinds of 

trajectories in each scenario. 

‧ 5 forms of regression analysis will be applied to 

enhance the testing data, i.e., linear regression 

(degree 1), 5th order polynomial regression (degree 

5), 10th order polynomial regression (degree 10), 10th 

order polynomial regression with Lasso (degree 10 

with Lasso), and 10th order polynomial regression 

with Ridge (degree 10 with Ridge). 

‧ The UWB wireless transceiver module is DWM1000 

[26]. 

‧ Scikit-learn [27] is utilized to implement all machine 

learning approaches in the experiments. 

The main purpose of the design of three scenarios in 

the experiments is to verify our method can be applied 

to distinct environments with various types of density 

of obstacles. After that, the experimental results are 

shown in following figures. Furthermore, the statistic 

presented in tables reveal further information about 

these experiments. 

First, according to the experimental results shown in 

Figure 8, Figure 9, and Figure 10, which are parts of 

statistic in three scenarios. In these figures, we present 

the relationships between the actual values and 

corresponding values provided by the UWB system. 

Particularly, the measured data for the same actual 

value, 412cm, from different anchors and scenarios are 

provided. Evidently the measurement errors are not 

normal distributions. 

On the basis of Figure 11, Figure 12, and Figure 13, 

which illustrate the straight trajectory experiments with 

16 reference points in the classroom, parking lot, and 

parking lot respectively. It is obvious that the results of 

traditional trilateration and 10th order polynomial 

regression with Ridge are always within the last two 

ranks no matter how the density of obstacles is. Hence, 

we can conclude that in our method, except Ridge 

regression, all regression models are efficient to refine 

the raw data for obtaining more accurate positioning 

information. 
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Figure 8. Data measurement in the classroom 

 

Figure 9. Data measurement in the parking garage 

 

Figure 10. Data measurement in the parking lot 
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Figure 11. The straight trajectory experiment with 16 reference points in the classroom 

 

Figure 12. The straight trajectory experiment with 16 reference points in the parking garage 

 

Figure 13. The straight trajectory experiment with 16 reference points in the parking lot 

In Figure 14, Figure 15, and Figure 16, a multi-turn 

trajectory is applied to the next experiments with 16 

reference points. Also, the results of traditional 

trilateration and 10th order polynomial regression with 

Ridge are still within the last two ranks. This is 

consistent with the conclusion in the previous 

paragraph. Namely, most regression models are 

suitable for our design in various environments. 

Next, we use the statistic presented in Table 1, Table 

2, and Table 3 to present the effects of distinct number 

of reference points. Here, the scenarions with straight 

trajectory in the classroom, parking garage, and 

parking lot are considered. 
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Figure 14. The multi-turn trajectory experiment with 16 reference points in the classroom 

 

Figure 15. The multi-turn trajectory experiment with 16 reference points in the parking garage 

 

Figure 16. The multi-turn trajectory experiment with 16 reference points in the parking lot

According to positioning errors of traditional 

trilateration, we can know that if the experimental 

space is with higher density of obstacles, the mean of 

erroneous value and its standard deviation are apparent 

larger, i.e., classroom and parking garage. In most 

experimental scenarios, the 10th order polynomial 

regression with Lasso shows its capability to refine the 

raw data for obtaining more accurate positioning 

information. No matter what the scenario is, it always 

works well. 
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Table 1. The experimental statistics for straight trajectory with 16 reference points 

Degree 1 Degree 5 Degree 10 
Degree 10  

with Lasso 

Degree 10  

with Ridge 
Trilateration Straight 

trajectory with 

16 ref. Points Average 
Standard 

deviation 
Average 

Standard 

deviation 
Average 

Standard 

deviation 
Average 

Standard 

deviation 
Average 

Standard 

deviation 
Average 

Standard 

deviation

Classroom 20.2836 11.9156 22.1407 15.1550 21.0319 9.96278 20.0327 13.6711 24.3999 9.97418 31.9212 25.6048

Parking garage 25.4044 9.69335 24.1325 13.3784 27.4300 10.7134 20.7484 8.6298 36.7143 30.4450 33.2029 22.9433

Parking lot 6.2382 3.9173 6.0746 3.3964 16.9626 11.099 6.07359 2.9024 23.7445 24.0259 21.3663 8.5036 

Note. The unite of measurement of all values presented in this table is centimeter. 

Table 2. The experimental statistics for straight trajectory with 12 reference points 

Degree 1 Degree 5 Degree 10 
Degree 10  

with Lasso 

Degree 10  

with Ridge 
Trilateration Straight 

trajectory with 

12 ref. Points Average 
Standard 

deviation 
Average 

Standard 

deviation 
Average

Standard 

deviation 
Average

Standard 

deviation
Average 

Standard 

deviation 
Average

Standard 

deviation

Classroom 16.8768 11.3931 17.4069 12.7829 31.262 43.0145 21.7137 16.5288 106.319 34.8461 31.9212 25.6048 

Parking garage 20.9251 10.9132 28.6610 18.7989 24.8696 20.0192 24.7616 8.7620 28.5981 22.4078 33.2029 22.9433 

Parking lot 6.0028 5.1993 20.4319 33.1106 28.3685 37.3573 6.4124 3.3183 24.1693 24.8790 21.3663 8.5036 

Note. The unite of measurement of all values presented in this table is centimeter. 

Table 3. The experimental statistics for straight trajectory with 8 reference points 

Degree 1 Degree 5 Degree 10 
Degree 10  

with Lasso 

Degree 10  

with Ridge 
Trilateration Straight 

trajectory with 

8 ref. Points Average 
Standard 

deviation 
Average 

Standard 

deviation 
Average

Standard 

deviation 
Average

Standard 

deviation 
Average

Standard 

deviation 
Average 

Standard 

deviation 

Classroom 20.3424 12.4985 27.9931 21.7890 45.1859 28.7674 24.4625 14.0421 77.6283 26.9217 31.9212 25.6048 

Parking garage 25.9862 10.5394 28.3872 15.9474 35.8955 22.9026 21.3894 10.8132 118.1067 74.9323 33.2029 22.9433 

Parking lot 7.4927 3.2589 27.2722 24.5840 47.9591 60.5230 6.8070 3.9129 117.8494 88.6764 21.3663 8.5036 

Note. The unite of measurement of all values presented in this table is centimeter. 

 

On the other hand, the linear regression is alsways 

within the top two ranks in the scenarios with less 

reference points, i.e., 8 and 12. However, in the 

scenarios with the most reference points, i.e., 16, its 

improvement cannot compare to the 10th order 

polynomial regression with Lasso and 5th order 

polynomial regression. 

Consider the number of reference points in all 

scenarios, we can observe that a scenario with more 

reference points is always more accurate and stable 

than the same scenario with less reference points. 

Hence we can conclude that the larger the number of 

reference points is, the more accurate and stable the 

system is. 

Last but not least, although some form of regression 

analysis has the better performance in some particular 

scenario, it is the worse in some other scenarios with 

different conditions. For example, the 5th order 

polynomial regression has the better performance in 

the parking garage with 16 reference points, but the 

worse performance in the same scenario with 12 

reference points. Hence, it is better to choose a stable 

form of regression analysis for safety sake if we intend 

to apply our method to a new and unknown 

environment. 

5 Conclusion and Future Work 

In this paper, we reconsider the UWB positioning 

issue by incorporating machine learning approaches 

with uncertain measurement in the real environment. 

The experimental results show some interesting 

properties in the real environment. First, if the 

regression models are applied to refine the raw data 

before applying to the classical trilateration, we will 

have more accurate positioning information. After that, 

even with the same real distance between the tag and 

different anchors, these anchors with the same 

specification in the UWB positioning system would 

report very distinct distance values. Hence, it is better 

to train different models for distinct pairs of anchors 

and tags. 

For the future work, we intend to integrate 

heterogeneous machine learning approaches into 

classical algorithms to refine the raw data for getting 

more accurate and stable positioning information. 

Similarly, using distinct kinds of technologies with 

different electromagnetic waves to realize and optimize 

the corresponding positioning issues is also interesting, 

e.g., 5G cellular network, WiFi, Dedicated Short 

Range Communications (DSRC) and so on. 
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