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Abstract 

Data conflict is an inevitable problem in data 

collection due to the limitations in the real world. How to 

determine the most reliable data among many collected 

data is a problem worth studying. Truth discovery is a 

widely used resolution to integrate heterogeneous data. 

Existing truth discovery schemes mainly aggregate data 

from all sources to obtain the truth. However, it is 

intuitive that exceptional data should be excluded before 

aggregation, and how to identify exceptional data is also 

difficult. To tackle this problem, we use the mean shift 

clustering algorithm to remove exceptional data and 

obtain the truth value. Experiment results indicate our 

scheme performs well in various conditions. 

Keywords: Truth discovery, Mean shift clustering 

algorithm, Aggregation, Data conflict 

1 Introduction 

With the development of big data and sensors [1-2], 

data collection becomes more and more important. A 

large amount of data is collected for statistical analysis, 

prediction results, training models and other purposes 

[3]. However, in the process of data collection, the data 

from different sources for the same object have 

heterogeneity due to the difference in the environment 

and equipment used by the observers. Hence, how to 

discover “truth” from these conflicting data is a big 

problem that must be solved in the process of data 

collection [4-6]. 

Truth discovery is a widely used solution to resolve 

the confliction problem [7-9]. Yin et al. [10] first 

proposed the concept of truth discovery. They process 

all the collected data by employing the relationships 

between data sources and provided data to obtain truth 

values. Many truth discovery schemes have been 

proposed to solve conflicts in data integration by 

aggregating data from different sources to obtain the 

truth value. 

In the real world, data provided from some sources 

are noisy and far from the “truth” due to equipment 

failure, extreme conditions and even malicious attacks 

[11]. Such exceptional data should be excluded so that 

the truth value is not affected by them. However, the 

existing methods are mainly to obtain truth by 

aggregating data from all sources [12-13]. Some 

methods assign different weights to different data 

sources to reduce the impact of exception data on the 

truth value, which does not completely solve the above 

problem. 

In this paper, the truth discovery process is divided 

into two sub-tasks: removing exceptional data and 

aggregating normal data. The distribution of 

exceptional data and normal data are different in 

feature space. The clustering algorithm can divide all 

the data in feature space into different clusters [14]. 

Data with similar features can be divided into the same 

cluster. By doing this, normal data and exceptional 

data can be divided into different clusters. In real truth 

discovery tasks, the exceptional data is various, that is, 

it may be divided into multiple clusters. Therefore, the 

number of obtained clusters cannot be predicted before 

clustering. Mean shift clustering algorithm [15] is used 

to accomplish the clustering task in this paper because 

it does not need to set the number of clusters. 

The main contributions of our work are summarized 

as follows: 

(1) We propose a novel truth discovery scheme with 

robustness, which is able to eliminate the affection of 

exceptional data completely. The proposed scheme 

divides the truth discovery task into two sub-tasks to 

remove exceptional data and aggregate normal data 

separately. 

(2) We employ the mean shift clustering algorithm 

to divide normal data and exceptional data. This is a 

completely new truth discovery scheme, and to the best 

of our knowledge, this is the first time to use a 

clustering algorithm in a truth discovery scheme. 

(3) We use a real-world dataset to evaluate the 

performance of our scheme and baselines. 

Experimental results indicate that our scheme 

outperforms baselines in various conditions and 
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achieves robustness. 

The structure of this paper is organized as follows. 

Section 2 reviews the existing truth discovery schemes. 

In Section 3, we describe our proposed method. 

Section 4 presents our experimental results compared 

with baseline schemes. Finally, we conclude our work 

in Section 5. 

2 Related Works 

The problem of data confliction has been widely 

studied and many resolutions have been proposed [16-

18]. Bleiholder et al. [19] designed an information 

integration system, which uses multiple conflict 

handing functions to integrate data. Yin et al. [10] 

proposed a scheme called Truth Finder to find “truth” 

among conflicting data, which uses the relationships 

between sources and data they provide. Jiang et al. [20] 

take the consequences of incorrect values into 

consideration. They proposed a framework to exclude 

incorrect values and select the value that minimizes the 

expected cost of errors as the “truth” by calculating the 

conditional probability. Li et al. [11] proposed a CHR 

framework. In [11], each source has its own weight, 

which is updated by iteration. The truth value is 

obtained by calculating the weighted average of the 

data provided by all sources.  

The most common principle of performing truth 

discovery schemes [21-22] recently mainly includes 

two stages, weight update and truth update. These 

schemes are inspired by CHR [11] and can be 

summarized as that at the initial point of the truth 

discovery algorithm, an assumed ground truth value is 

randomly assigned, weight update stage and truth 

update stage are updated until convergence is achieved. 

However, all of these schemes do not exclude 

exceptional data. This common truth discovery 

algorithm is regarded as the baseline and inspired by 

all the above excellent schemes, we propose our robust 

truth discovery scheme based on the mean shift 

clustering algorithm. 

3 Method 

In this section, we describe the problem formulation 

at first. Then we introduce the mean shift clustering 

algorithm, which is the tool employed to resolve the 

problem. The framework and process of the proposed 

scheme are described at last. 

3.1 Problem Formulation 

In the truth discovery system, there are K  

participants to observe an object, which has M  

properties. Each participant submits a collection 

containing M  observations for the M  properties of 

the object. Due to the difference in equipment and 

conditions, the collections from different participants 

are heterogeneous. In this case, K  heterogeneous 

observations can be obtained for each property of an 

object while only one truth value needed. The purpose 

of truth discovery is to output one collection of M  

observations for an object, which is regarded as the 

truth of the object.  

In the real world, some exceptional data might be 

mixed in with the heterogeneous data due to equipment 

failure, extreme conditions and even attacks from the 

adversary [11, 23]. Exceptional data should not affect 

the truth value. The final “truth” should be calculated 

from normal data. 

To resolve the conflicts of heterogeneous data, we 

divide the truth discovery process into two sub-tasks: 

removing exceptional data and aggregating normal data. 

The features of exceptional data are markedly different 

from those of normal data, it is possible to remove 

exceptional data from heterogeneous data. The 

proposed scheme employs a clustering algorithm to 

cluster the normal data and exceptional data into 

different clusters. The truth value is aggregated from 

the cluster of normal data. By doing this, a truth value 

independent of exceptional data can be obtained. 

3.2 Background of Mean Shift Clustering 

Algorithm 

Mean shift is a widely used clustering algorithm [24-

28], in which a circular sliding window is set to 

complete the clustering of data. The center point of the 

sliding window is constantly updated to the mean value 

of the points inside the sliding window. In each 

iteration, the sliding window moves to a denser region 

until it converges. The main advantage of the mean 

shift algorithm is that we do not need to pre-specify the 

classes of the data. In the process of truth discovery, 

we usually cannot predict the number of types of 

exceptional data, thus the mean shift algorithm is more 

suitable in the truth discovery scheme. 

The main process of mean shift clustering is shown 

in Figure 1. Simply, a circle with a fixed radius serves 

as a sliding window to find dense areas of data points. 

In each iteration, the sliding window moves in the 

direction of higher data density. The center point of the 

sliding window is constantly updated to the mean value 

of the points inside the sliding window. When the 

convergence condition is satisfied, the sliding window 

stop moving and the data points visited during this 

process are grouped into a cluster. Other sliding 

windows repeat this process until all the data points are 

divide into different clusters.  

The steps of the mean shift algorithm are as follows: 

1. Determine the radius R  of the circular sliding 

window. 

2. Start sliding the window from a randomly 

selected center point c . 

3. Visit all the points within the radius R  from c  to 

form a set D  and group these points into a cluster C .  
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Figure 1. The process of mean shift clustering algorithm 

Then add 1 to a label j

i
P  for the i  -th point belongs to 

this cluster, which represents the j -th class. j

i
P  will 

be used for the clustering of the last step. 

4. Compute the vectors from all the points in D  to 

c  and add them up to get the mean shift vector S . 

5. Move c  in the direction of S  and the distance of 

| |S . 

6. Repeat steps 3, 4, and 5 until the length of S  is 

reduced to the convergence condition, all the points 

visited during this process are grouped into cluster C , 

whose center point is c . 

7. Set a threshold .µ  When S  reaches the 

convergence condition, if there exist a cluster 'C  with 

center point 'c  and the distance between 'c  and c  is 

less than µ , merge 'C  and C . Otherwise, take C  as a 

new cluster. 

8. Repeat step 2, 3, 4, 5 and 6 until all points are 

visited. 

9. For each point that is grouped into multiple 

clusters, group it into the cluster with the biggest label 
j

i
P , that is, the i -th point with multiple clusters is 

grouped into j -th cluster finally when j

i
P  is the 

biggest label. 

Mean shift vector. The key of mean shift cluster 

algorithm is to update the center point according mean 

shift vector. We first show the basic form of the mean 

shift vector: 
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where c  denotes the current center point, 
q

S  denotes 

the set of points whose distance from c  is less than the 

radius R , q  is the size of 
q

S . 

In the basic form of the mean shift vector, the farther 

point from center point within the radius R  get the 

higher weight. We expect that the closer point gets 

higher weight for center point. Therefore, we use the 

Gaussian kernel function to calculate the mean shift 

vector: 
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where ( )G ⋅  denotes Gaussian kernel function, h  

denotes the bandwidth of Gaussian kernel function. 

Center point update. The center point is update by 

adding the mean shift vector calculated by Eq.(2). New 

center point is obtained by: 

 
new
c c S= +  (3) 

where 
new
c  denotes the new center point. 

3.3 Robust Truth Discovery Scheme 

The framework of our scheme consists of three 

modules: data collecting module, data clustering 

module and truth value filter. 

(1) Data collecting module is responsible for 

collecting source data from each participant and assign 

an ID to each participant. 

(2) Data clustering module divides the source data 

into clusters using a mean shift clustering algorithm 

and calculates the center points of each cluster, where 

n  is unknown before clustering. 

(3) Truth value filter traverses all the clusters and 

filters out the exceptional data, and then obtains the 

truth value of the participants. 

 

Algorithm 1. Mean Shift Clustering Algorithm 

Input: Data points from K  sources: { (1)
X , (2)

X , …, ( )n
X }. 

Output: n  clusters { (1)
C , (2)

C , …, ( )n
C } and their center points { (1)

c , (2)
c , …, ( )n

c }. 

1. Initialize the radius R ; 

2. repeat 

3.   Randomly select a point from all the unvisited points as center point c ; 
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4.   repeat 

5.      Place the sliding window with c  as the center and  R  as the radius; 

6.      Count the number of points within the sliding window as q ; 

7.      for i :=1 to q  do 

8.        j

i
P  := j

i
P  + 1 ; 

9.      end for 

10.     Calculate mean shift vector S  according to Eq.(2); 

11.     Update center point c  according to Eq.(3); 

12.  until Convergence criterion satisfied; 

13.  Group all the points visited in this iteration into cluster C ; 

14.  if ∃  cluster 'C , 'c  is the center point of 'C , and | ' |c c µ− <  do 

15.     Merge 'C  and C ; 

16. until All the points are visited; 

17. for each point grouped into multiple clusters do 

18.   Group it into the cluster with the biggest label; 

19. end for 

20. return { (1)
C , (2)

C , …, ( )n
C } and { (1)

c , (2)
c , …, ( )n

c }. 

 

The process of truth discovery is illustrated in Figure 

2. Firstly, an object is determined by the system and 

K  participants are responsible for observing the truth 

of this object. Secondly, the data collecting module 

assigns an ID to each participant to distinguish them 

and then collect all the observation collections for an 

object from these K  participants. These source data 

are submitted to the data clustering model and 

clustered into n  clusters by mean shift clustering 

algorithm. The output of data clustering module, as 

well as the input of truth value filter, are n  center 

points of the n  clusters and the ID of collections in 

each cluster. Truth value filter counts the number of 

collections for each cluster. The largest cluster is taken 

as the normal data and the remaining clusters are 

removed. The center point of the largest cluster is 

taken as the truth of the object. The aggregation and 

clustering processes are simultaneous, the center points, 

as well as the aggregations of each cluster, can be 

obtained at the end of clustering. Truth value filter only 

needs to filter out the aggregation of the largest. 

 

Figure 2. The process of proposed truth discovery scheme 

4 Experiments 

We first introduce the real-world dataset in Section 

4.1 and the performance measures in Section 4.2. In 

Section 4.3, we present the baseline methods of truth 

discovery. The experimental results are shown in 

Section 4.4. 

4.1 Robust Truth Discovery Scheme 

In experiments, we use the Berkeley Earth 

temperature dataset. The dataset is divided into three 

categories: source data, intermediate data and output 

data. Source data contains heterogeneous types of 

properties. Specifically, there are several time-series 

temperature data with each site. In intermediate data 

category, data is collapsed so that there is only one 

time-series temperature per site. The data collection of 

adjusted is provided as the output data, which has been 
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corrected bias. 

In this dataset, each time-series temperature data is 

regarded as a collection from a participant and the 

value of each timestamp is regarded as an observation. 

Our target is to discover the truth temperature data of 

each site, that is, to merge the several time-series 

temperature data of each site and calculate one time-

series truth value. Then the obtained truth value is 

compared with ground truth to calculate the prediction 

error.  

We select the source data and output data to conduct 

our experiment. The source data is divided into two 

classes: with exceptional data and without exceptional 

data. For the first class, we take temperature data of 

44,945 sites, and for the second class, we take 23,521 

sites, as the test set. The corresponding output data is 

taken as the ground truth. 

4.2 Performance Measures 

We adopt three indicators to measure the proposed 

scheme and baselines: 

Mean Absolute Error (MAE): This indicator can 

measure the mean absolute distance between the 

obtained truth value and the ground truth, which 

indicate how far apart they are. The define of MAE is 

 
1

1
ˆ| ( ) |

l

i i

i

MAE y y
l

=

= −∑  (4) 

where 
i
y  is the ground truth, ˆ

i
y  is the obtained truth 

value, l  is the number of test samples. 

Mean Square Error (MSE): This indicator can 

measure the mean square distance between the 

obtained truth value and the ground truth. MSE is more 

sensitive to outliers. The define of MSE is 
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1
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=
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R-squared: This indicator reflects the fitting degree 

of the model. The closer it is to 1, the better the 

measured model fitting is. The define of R-squared is  
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where y  is the mean value of all the test samples, l  is 

the number of test samples. 

4.3 Baseline Schemes 

The performance of the proposed scheme is 

compared with two statistical methods and a widely 

used truth discovery method. 

Mean: Mean method takes the mean value of all the 

time-series temperature data as the truth value. 

Median: Median method takes the median of each 

timestamp, then puts them into a time-series as the 

truth value. 

Conflict Resolution on Heterogeneous Data (CRH) 

framework: This scheme is widely used in truth 

discovery systems [8-9, 12-13], which is proposed to 

resolve the conflicts of heterogeneous data and 

discover the truth value by adjusting the weights of 

participants dynamically. In CRH, an initial estimate of 

“truth” is given and each participant is assigned a 

weight at the beginning, then the obtained truth value 

and weights are updated iteratively until the 

convergence criterion is satisfied. The weight of each 

participant is updated by 
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where K  is the number of participants, M  is the 

number of properties of an object, *( , )k

m m
d x x is a 

distance function denoting the distance between the 

source data k

m
x  and the truth *

m
x . In our experiment, 

M  is the number of timestamps, the distance function 

is * * 2( , ) ( )k k

m m m m
d x x x x= − . 

The truth value of new iteration is updated by 
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where 
k

w  is the weight of the k -th participant, which 

is calculated in Eq.(7), where [1, ]k K∈  and [1, ]m M∈ . 

4.4 Experimental Results 

We evaluated the proposed scheme and baselines 

with the measures in Section 4.2. The operations are 

implemented in Python with the Intel(R) Core(TM) i5-

8400 CPU 2.80 GHz. We set the sliding window 

parameter to 0.8. We first conduct experiments under 

normal condition, in which the data is raw including 

normal data and outliers caused by non-malicious acts. 

The results are shown in Figure 3. Our scheme 

performs well with various participants. 

In order to evaluate the robustness of our scheme 

and baselines, we conduct experiments with 

exceptional data. In this paper, exceptional data is 

divided into two types. One type is caused by non-

malicious acts, such as equipment failure, extreme 

conditions and record mistake. Another is caused by 

malicious attacks. For the former, we extract outlier 

data from the dataset. The results are shown in Figure 4. 

For the latter, we take the method in [11] to simulate 

malicious attacks. Different levels of Gaussian noise 

are injected into normal data, which is taken as the 

second type of exceptional data. The results are shown 

in Figure 5. 
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Figure 3. The performance comparisons between proposed scheme and baselines in normal condition 

    

Figure 4. The performance comparisons between proposed scheme and baselines with outliers 

 

   

Figure 5. The performance comparisons between proposed scheme and baselines with different levels of Gaussian 

noise 

The experimental results show that our scheme 

outperforms baselines under both of the two types of 

exceptional conditions, which demonstrate robustness 

is achieved in our scheme.  

5 Conclusion 

In this paper, we proposed a novel truth discovery 

scheme based on mean shift clustering algorithm, 

which divided the truth discovery process into two sub-

tasks: removing exceptional data and aggregating 

normal data. To this end, we utilized a mean shift 

clustering algorithm to divide exceptional data and 

normal data into different clusters. After filtering, the 

normal data cluster was retained and the center of it 

was taken as the final “truth”. We conducted a series of 

experiments on a real-world dataset to evaluate the 

performances of our scheme and baselines. The results 

showed that our scheme outperforms the baselines both 

in normal condition and in tackling outliers. In addition, 

our scheme performed well under malicious attacks 

and achieves robustness. 
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