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Abstract 

Since the complexity of large-scale and scientific 

computation, workflow has been used for task 

decomposition in cloud computing. A dynamic resource 

allocation algorithm based on workflow and resource 

clustering is proposed in this paper. The workflow is 

described by a directed acyclic graph, which represents 

the precedence relations and communication cost of 

subtasks. Fussy clustering algorithm is used to group 

nodes by the features, which includes the computing 

capability, transmission capability, storage capacity, cost 

and reliability. Subtasks are mapped to different resource 

in cluster by multi-objective optimization model. 

Resource reputation is added to feature vector by 

feedback mechanism for evaluating resource reliability. 

Simulation results show the algorithm reduces the 

completion time and cost. It improves the resource 

utilization and load balance. 

Keywords: Cloud computing, Resource allocation, 

Workflow, Resource clustering 

1 Introduction 

With the development of artificial intelligence, big 

data and machine learning, cloud computing and its 

application are infiltrated into various fields [1-3]. The 

aim of cloud computing is to share heterogeneous and 

dynamic resource on remote computing nodes. 

Computing service and application can be used like 

electricity, water and gas for user in cloud computing. 

Cloud users gained data, software, hardware and 

bandwidth as they needed. 

As the increasing of user requirements, it is an 

important issue to allocate the dynamic resource to the 

user efficiently. Since the complexity of large-scale 

and scientific computation, cloud workflow has been 

used for task decomposition [4]. Cloud workflow takes 

advantage of cloud computing and workflow 

mechanism. Most of existing workflow systems are 

static, while cloud workflow provides flexible 

configuration and virtualization definition. Scheduling 

workflow is crucial for reducing running time and cost 

in cloud computing.  

In this paper we introduce an efficient methodology 

based on cloud workflow and resource clustering. The 

task is split into subtasks which compose workflow 

under precedence relations. The multi-objective 

optimization model is used to improve efficiency of 

workflow. The resource are clustered by computation 

capability and other multidimensional features which 

are described by feature vectors. The resource 

reliability is considered by the feedback of nodes’ past 

behaviors. All resource features and mensuration are 

considered for resource selection. Simulation results 

show the algorithm reduces the completion time and 

cost. The main contribution of this paper is as bellows: 

(1) Proposing a multi-objective optimization model 

to optimize the makespan and task cost. 

(2) Using fuzzy clustering algorithm to divide 

resource into groups, which reduces the searching 

scope. Resource reputation is added to feature vector 

by feedback mechanism for evaluating resource 

reliability. 

Section 2 introduces the related work. Section 3 

shows the task scheduling model. Section 4 describes 

the resource clustering and selection method. Section 5 

and 6 show the related performance results and 

conclusion. 

2 Related Work 

Resource allocation is an important component of 

cloud computing, which focuses on mapping the users’ 

requests to system resource. Especially in large 

distributed system, the allocation and scheduling 

algorithm have significant influence on the system 

efficiency and load balance. However it is a kind of NP 

(Non-deterministic Polynomial) complete problem [5]. 

[6] proposed a greedy algorithm called min-min 

algorithm, which allocates task to the resource with the 

least running time. But it has a bad load balance since 

many tasks are sent to the better resource. Max-min 

algorithm is similar to min-min algorithm, which 

calculates the earliest completion time for each tasks 

on any available machine [7]. The large task with 
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biggest earliest completion time is scheduled to the 

available machine. Long tasks have higher priority to 

be scheduled. HEFT (Heterogeneous Earliest Finish 

Time) focuses on minimizing earliest finish time of 

task with an insertion-based approach [8]. Sufferage 

algorithm computes the difference between minimum 

and second-smallest completion time of tasks, which 

called sufferage value [9]. The task is allocated to the 

resource with maximum sufferage. The above 

algorithms use execution time as a single objective 

optimization. The algorithms cannot satisfy the high 

QoS requirements for cloud users such as economic 

costs. [10] introduced a double objective and constrain 

method in IaaS clouds, which included budget and 

deadline constraints. But it didn’t consider the data 

storage and transfer costs. [11] proposed a 

communication and storage-aware multi-objective 

algorithm that optimized the execution time and 

economic cost. In order to meet the high QoS 

requirements we discussed a dynamic scheduling 

algorithm with multi-objective optimization in this 

paper. Using fuzzy clustering to preprocess cloud 

resources reduces the searching time and cost. Also the 

resource reputation mensuration increases the system 

reliability and improves the load balance. 

2.1 Workflow 

The concept of workflow originated in the field of 

office automation. Task is decomposed into subtasks, 

which are monitored and executed by predefined rules. 

Workflow design includes topology, presentation, 

scheduling mechanism and decision model. Workflow 

is used to construct and manage grid applications in 

grid computing [12-13]. The combination of workflow 

and cloud computing has also become a research 

hotspot. [14] introduced a method to map the basic 

elements of a real workflow to entities by TOSCA for 

scientific workflows. It enabled workflow definitions 

that are portable across clouds, resulting in the greater 

reusability and reproducibility of workflows. [15] 

proposed a multi-model framework for workflow 

resource monitoring, prediction and adaptation in order 

to avoid resource shortage. [16] integrated a workflow 

engine called HyperFlow with a cloud platform 

PaaSage, so that workflow application can be deployed 

across multiple clouds easily.  

2.2 Fussy Cluster Analysis 

In the traditional clustering method, each object to 

be identified is strictly divided into a certain class. 

Fuzzy clustering is to divide data into various 

categories with a certain probability. Since the 

heterogeneity and uncertainty in cloud computing, it is 

difficult to describe and cluster resource exactly. There 

is a big gap between different resource in performance 

and type. We need to consider the similarities between 

different nodes to make them in the same cluster with 

higher similarity or correlation. [17] proposed a 

method to optimize grid resource allocation by fuzzy 

clustering with application preference. It is more 

focused on grid applications. [18] introduced an 

improved fuzzy clustering algorithm to group resource 

and analyzed the response time and average cost. It 

takes the assignment performance into account, but 

doesn’t concern the relationship between tasks. [19] 

discussed a scalable machine learning library Fuzzy K-

mean clustering which runs on Hadoop. In order to 

reduce resource searching time and improve load 

balance, resource with similar features and 

performance are grouped. It improved the mapping 

accuracy between user requests and resource providers. 

2.3 Resource Reputation 

Reliability problem is essential for cloud computing 

since resources are heterogeneous, virtualized, scalable 

and dynamic. Most researches use the ratio of 

successful tasks to total requests to measure the 

reliability. [20] proposed a method to forecast 

reliability by history data of task failure rate and 

resource utilization. [21] combined the resource 

management and reputation management to increase 

efficiency for collaborative cloud computing. It 

emphasize on evaluating node reputation with specific 

resource type. Our scheduling model is based on 

resource clustering. The reputation is considered as one 

of feature vector, so that the measurement of reputation 

is more specific. It is not an overall assessment for a 

node, but a reliability measurement for a particular 

resource type. 

3 Task Scheduling Model 

We proposed a multiple layer model for the resource 

allocation problem. As the Figure 1 shown, the lowest 

layer is the resource pool which provides computational 

and other service. Resources are heterogeneous and 

dynamic. They are clustered by fuzzy clustering model 

in layer 2 according to the similarity of resource. 

Multi-workflows are layered and split into subtasks. 

They are put into task queue and sorted by 

comprehensive score mentioned in section 3.2. The 

tasks are allocated to different clusters by user 

preference or system decision.  

3.1 Workflow Model 

Workflow is described by a directed acyclic graph 

defined in definition 1 and shown in Figure 2.  

Definition 1: Workflow graph (WFG) is a directed 

acyclic graph, which defines the precedence relation of 

each subtasks. WFG = {T, E} consists a set of tasks T 

= {t1, t2, …, tn} and a set of edges E = {eij}. For each eij 

in E means the task i and j has precedence relation. The 

weight of edge is valued by the communication cost 

between two tasks. 
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Figure 1. Workflows scheduling model 

 

Figure 2. Workflow representation 

Definition 2: Task ti in a workflow is described as a 

set ti = {TIMti, COSti, PREti, SUCti, PRIti, UPRti}. 

TIMti, and COSti represent the average estimated 

execution time and communication cost. PREti and 

SUCti are the set of precursor and succeed tasks. PRIti 

is the priority level of task ti. User preferences are 

described by UPRti. 

Definition 3: System resource is defined as a set S = 

{si| si = (COPsi, COMsi, Msi, Tsi, COSsi)}. COPsi and 

COMsi measure the computing and transmission 

capability of resource si. Msi represents the storage 

capacity and Tsi describes the reputation of si. COSsi is 

the unit cost of resource si which used to compute the 

economic cost of each task. 

The matrix X is used to map tasks to resource. X is 

defined as bellows: 
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∀ xij∈X, if task ti is allocated to resource sj, xij = 1, 

otherwise xij = 0. 

Let STTij equals the start time of task ti on resource sj. 

PREti is the set of precursor tasks of ti. k it PREt∀ ∈ , 

EDTtk is the end time of precursor and COTtk is the 

communication time of precursor. STij is the searching 

time for task ti to resource sj. RTij means the execution 

time of ti on resource sj. The end time of ti EDTij can be 

calculated by STTij and RTij. 

 max { }+
k
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 ij ijijEDT STT RT= +  (2) 

COST is the total cost of workflow T. EDTT is the 

latest finish time of T. 
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Parameter D is the longest completed time user can 

accept for a particular workflow, and C is maximum 

budget cost users are willing to pay for this workflow. 

The multi-objective optimization model is defined as 

bellows: 
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Formula 5 shows our objective is to minimize latest 

finish time and total task cost with constraint of 

parameter C and D. The scheduling results are dynamic 

based on the user preferences. We can optimize the 

finish time by increasing the weight of CPU 

performance. Also we can optimize the task cost by 

increasing the weight of cost parameter which are 

introduced in section 4.1. In addition to the workflow 

scheduling algorithm, resource searching time STij is an 

important factor as formula 1, 2 and 4 shows. We use 

resource clustering and resource reputation mechanism 

to improve the resource searching and mapping 

problem which are introduced in section 4. 

3.2 Task Scheduling 

As above mentioned, we use PRIti to measure the 

priority of task. According to the HEFT algorithm 

PRIti is calculated by the execution time of ti and 

communication cost between ti and its successors. 

TIMti represents the estimated execution time for task ti. 

Here it can be treated as the average time of ti running 

on different resource. In formula 6, avg(f(eij)) is the 

average communication cost between task ti and its 

successors. 

 { }max ( ( ))
j i

ij j
t SUC

i
t

i
PRIt TIMt avg PRIf te

∈

= + +  (6) 

The calculation of PRIti is to traverse the workflow 

graph upward from the exit task. For the exit task 
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SUCti = ∅ , according to the formula 6 PRIti is as 

bellows: 

 
i i

PRIt TIMt=   (7) 

The task scheduling algorithm is shown in algorithm 

1. For each it T∈ , if it is the exit subtask of a 

workflow, PRIti is calculated by formula 7 according to 

the line 3 and 4 in algorithm 1. Otherwise PRIti is 

calculated by formula 6 according to the line 5 and 6 in 

algorithm 1. Queue (si) is the task queue of resource si. 

Each task is put into different queue by UPRti which is 

defined in definition 2. UPRti is associate with resource 

type and is explained in section 4. 

 

Algorithm 1. Task scheduling algorithm 

Input: a set of tasks from workflow 

Output: task scheduling sequence 

Process: 

1. T = {t1, t2, …, tn} 

2. for each task it T∈  

3.  if ti == exit 

4.    PRIti = TIMti 

5.  else 

6.    { }max ( ( ))
j i

ij j
t SUC

i
t

i
PRIt TIMt avg PRIf te

∈

= + +  

7.  mark and record the level of ti 

8.  put ti into Queue (sk) according to UPRti 

9. end for 

10. schedule tasks in each Queue (sk) by PRIti and 

level 

 

Competition exists between different workflows. If 

we only use the value of PRIti to determine which task 

has higher priority, the rest of previously arrived task 

may not be scheduled for a long time. Our scheduling 

algorithm can also apply to multi-workflows. For each 

it T∈ , the level of ti is defined as the path length from 

beginning to ti in workflow graph. When each ti is put 

into Queue (sk), its level li is recorded. When tasks from 

another workflow arrived, they are merged into the 

unfinished level of previous workflow. Figure 3 shows 

the directed acyclic graphs for three workflows. 

 

Figure 3. Directed acyclic graphs for multi-workflows  

As Figure 4(a) shown, at the beginning tasks from 

workflow A and B are scheduled to a resource cluster. 

The order of these tasks are based on li and PRIti. 

Figure 4(b) shows when tasks from a new workflow C 

arrived, the original tasks A1, B1, A2 and A3 have 

already finished. C1 is put into the first unfinished 

level.  

 

(a) two workflows  

 

(b) three workflows 

Figure 4. Multi-workflow scheduling model 

4 Resource Clustering 

4.1 Fuzzy Clustering Model 

As mentioned above, tasks from multi-workflows 

are scheduled to a resource cluster by mapping UPRti 

and resource features. The resource is defined as S = 

{si| si = (COPsi, COMsi, Msi, Tsi, COSsi)}. We 

measured the computing capability, transmission 

capability, memory, reputation and cost for each 

si. mis S∀ ∈ , it is the m-th characteristic index for 

resource si. 
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Since the different dimensions of characteristic 

index, the first step of fuzzy clustering is data 

standardization gained by formula 8. js  is the mean 

and jSTD is the standard deviation. ijs′  is the 

standardized value calculated by js  and jSTD . jmins′ is 

the minimum in { 1 js′ , 2 js′ ,…, njs′ }. jmaxs′  is the 

maximum.  
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We use the method in formula 9 to establish the 

similar matrix P. ijp P∀ ∈ , it represents the similarity 

between si and sj. Then the transitive closure *

P  is 

obtained by composition operation of similar 

coefficient matrix. 
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Let [0,1]λ∈ , the set S is clustered into different 

ways according to the value of λ . It is a threshold to 

control the similarity degree of clusters. We 

define *( )t P P Xλ λ= − . All elements in the matrix X λ  

have the same value λ . Elements greater than 0 in 

( )t P λ  are clustered into the same group. 

We evaluate the resource by its comprehensive score. 

The score is obtained by formula 10. jα  is the weight 

of resource requirement. It can be adjusted according 

to the user preference UPRti. 
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The score of a cluster reflects the average 

performance. It can be calculated by the following 

formula 11. The cluster with higher kCscore  has 

priority to be scheduled. Also in a specified cluster, the 

resource is scheduled by iscore . 
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4.2 Resource Allocation 

Resource clustering reduces the blindness and 

randomness of resource selection. Tasks are allocated 

to appropriate cluster by user preference such as CPU-

intensive, cost-intensive and transmission-intensive. 

According to formula 1, STij is the searching time for 

task ti to resource sj. Clustering mechanism reduces the 

searching time and narrows the search scope. Tasks are 

allocated to a cluster according to UPRti and kCscore . 

In formula 12, ( )
it

RTavg  is the average runtime of 

task ti on all resources. The parameter itratio  is the 

ratio of average runtime of ti to average runtime of all 

unstarted tasks. TRti is the remaining time for 

subsequent tasks calculated in formula 13. EDTtk is the 

end time of precursor and COTtk is the communication 

time of precursor. TWti is the maximum waiting time in 

formula 14. If resource sj is busy and the waiting time 

exceeds TWti, the task ti will be rescheduled. The 

resource allocation algorithm is shown in algorithm 2. 
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Algorithm 2. Resource allocation algorithm 

Input: a set of tasks from workflow 

Output: resource allocation plan and scheduling queues 

Scheduling process: 

1. T = {t1, t2, …, tn} 

2. for each task it T∈  

3.  put ti into the queue of Cluster Ck according to 

UPRti and kCscore  

4.  choose resource sj with best jscore in Ck 

5.  put ti into the queue of sj 

6.  calculate TWti according to formula 14 

7. end for 

Monitoring process: 

1. while true 

2.  for each task ti in the queue of sj 

3.   if waiting time of ti > TWti 

4.     notify and reschedule ti 

5.     negative evaluation for sj 

6.  end for 

7. end while 

 

The resources are clustered into different groups 

such as CPU-intensive, cost-intensive and transmission- 

intensive. In the line 3 of the scheduling process, the 

task ti is allocated to different clusters according to its 

user preference. Users can choose time-first or cost-

first. The kCscore measures the comprehensive score 

of a cluster. The cluster with higher kCscore  has 

priority to be chosen. Meanwhile the UPRti decides the 

priorities of tasks which are introduced in section 3.2. 

In the line 4 the task is sent to the resource with highest 

score which is calculated in formula 10. The task 

request is put into the queue of the selected resource 

and waits to be executed. 
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In the line 3 of the monitoring process, if the waiting 

time has already exceeded the maximum waiting time 

TWti calculated by the formula 14, it means the chosen 

resource is busy or out of order and cannot finish the 

task within the specified time. In the line 4 the task ti is 

rescheduled to another resource by the scheduling 

process. In the line 5, it gives sj a negative feedback if 

sj cannot satisfy the requirement of a task. In the 

definition 3 Tsi describes the reputation of si. The 

negative feedback reduces the value of Tsj in definition 

3 and leads to decreasing of its comprehensive score in 

formula 10. Contrarily, if a task runs successfully on 

resource sj, it gives sj a positive feedback. As formula 

15 shown, let T0 equals the basic score. For each task ti 

allocated to resource sj, it gives a feedback fij. Tsj 

reflects the reputation of resource sj. The Tsj is 

dynamic, which improves the load balance of cluster. 

 = +0j ijTTs f∑  (15) 

5 Experiment and Analysis 

Our experiment and simulation are based on 

CloudSim [22], which is a toolkit for modeling and 

simulation of cloud computing environments and 

evaluation of resource provisioning algorithms. We 

simulate workflow scheduling based on resource 

cluster. Clustering mechanism reduces the searching 

time and narrows the search scope. It provides more 

precise mapping between tasks and virtual machines. 

Resources are clustered by features such as computing, 

transmission and storage capability. The parameters of 

virtual machines are defined in table 1. 

Table 1. Parameters of virtual machines 

Parameters Range 

CPU number 1-4 
CPU performance (MIPS) 250-1000 

Storage capacity (GB) 512-4096 
Bandwidth (Gb/S) 0.5-10 

Cost ($/h) 1-4 

 

The scientific workflows used in the experiments are 

Montage and LIGO [23-24]. Montage developed by 

NASA/IPAC is used to generate custom mosaics of the 

sky using input images. LIGO is a network of 

gravitational wave detectors. We set the task number n 

= {25, 50, 100, 150, 200, 250, 300, 400} and the 

resource number r = {20, 40, 60, 80, 100}. The 

parameters of resource are random in range of table 1. 

As mentioned above, fuzzy clustering algorithm 

reduces the searching time and narrows the searching 

scope. Also it improves the FIFO algorithm by multi-

queues according to the resource clustering. In order to 

show the advantage of cluster in resource selection, we 

compare our algorithm with HEFT and FIFO 

algorithms in makespan and cost. As Figure 5 shown, 

the algorithm based on resource clustering we 

proposed has the minimal makespan. Especially when 

the number of task increased, the advantage is more 

obvious. Take Montage workflow as an example, when 

the task number equals 400 in Figure 5(a), the 

makespan of our algorithm is reduced by approximately 

20% compared with HEFT algorithm and 24% 

compared with FIFO algorithm. As Figure 5(b) shown, 

the makespan of our algorithm is also better than the 

other two algorithms for LIGO workflow. It gains an 

improvement of 15% and 20% compared to HEFT and 

FIFO algorithms for the LIGO-400. The clustering 

method reduces search scope and time cost by mapping 

the user preference and resource features. 

 

(a) Montage workflow  

 

(b) LIGO workflow  

Figure 5. Makespan of three algorithms for Montage 

and LIGO 

In formula 10, jα  is defined as the weight of 

resource requirement. It can be adjusted according to 

the user preference UPRti. We set the value of 

CPUα from 0.2 to 0.8, which means tasks require 

massive calculation and CPU performance is the 

preferred choice. The task number is 200, 300 and 400. 

As Figure 6 shown, with the increasing of CPUα , the 

makespan decreases for both Montage and LIGO. Take 

Montage-400 as an example, the makespan is reduced 

approximately 43% when the value of CPUα is 

increased from 0.2 to 0.8. For LIGO-400 the makespan 
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is reduced 22% when the value of CPUα is increased 

from 0.2 to 0.8. 

 

(a)Montage workflow  

 

(b) LIGO workflow  

Figure 6. Makespan of different preference 

Similarly, for cost-intensive task we can increase the 

value of αCost  to decrease cost as Figure 7 shown. 

αCost  affects the proportion of cost in measuring node 

comprehensive scores. Take Montage-400 as an 

example, the cost is reduced approximately 31% when 

the_value of αCost is increased from 0.2 to 0.8. As 

Figure 6 and Figure 7 shown, we can optimize the time 

and cost parameters in formula 5 by different user 

preferences. 

 

Figure 7. Cost of different preference 

Speedup is the ratio of serial execution time to 

parallel execution time in formula 16. It is a 

measurement of algorithm performance. We compare 

the speedup of proposed algorithm with HEFT and 

FIFO algorithms for Montage workflow. Figure 8 

shows our algorithm has better speedup. For example, 

when the task number equals 400, the average speedup 

of our algorithm is increased by approximately 11% 

compared with HEFT algorithm and 15% compared 

with FIFO algorithm. 

 

min( )i j
j

i
s S

t T

RT

Speedup
makespan

∈

∈

=

∑
 (16) 

 

Figure 8. Average speedup of three algorithms 

Figure 9 shows the resource utilization of proposed 

algorithm and the other two algorithms for the different 

scaled of LIGO workflow. As the number of tasks 

increasing, the resource utilization increases at the 

beginning. Then it decreases when task number 

exceeds 400, because the increasing of data and 

communication cost affects the resource utilization. In 

general, the average resource utilization of proposed 

algorithm is better than HEFT and FIFO algorithms. 

Take LIGO-300 as an example, it gains an 

improvement of 10% and 19% compared to the HEFT 

and FIFO algorithms. 

 

Figure 9. Resource utilization of three algorithms 

6 Conclusion 

In this paper we proposed a dynamic resource 
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allocation algorithm based on workflow and resource 

clustering. Since the heterogeneity and uncertainty in 

cloud computing, fussy clustering algorithm is used to 

describe the correlation and similarity between 

resource nodes. It reduces the blindness and 

randomness of resource selection. Subtasks are mapped 

to different resource in cluster by multi-objective 

optimization model. Tasks can get different scheduling 

results according to different preference factors. 

Simulation results show the proposed algorithm could 

decrease the makespan of tasks and increase resource 

utilization compared to HEFT and FIFO algorithms. 

Next, we will consider the problem of security 

scheduling by protecting users’ privacy.  
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