Abstract

With the advancement of digital recording and storing technology, plus the huge growth of world wide web, people nowadays use digital texts instead of paper to write and record. In order to realize more text applications, the technology of text classification is gradually gaining attention recently. To achieve automatic text classification through machine learning, the related five technologies, including pre-processing, feature extraction, feature selection, term weighting and classification algorithm, are often discussed as well by many researches. In this paper, we are going to explore the impact of term weighting on text classification.

Term weighting is definitely a very important part of text classification. The calculated weight should directly reflect the importance of the term in entire text to allow machine learning to achieve the best classified result. We applied some common term weighting methods to several pre-defined datasets and conducted the experiments. Instead of intuitively considering that the value of weight represents how important it is, it turned out that the result shows the term actually may not as important as the high scored weight represents.
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1 Introduction

With the rapid development of internet, there are huge and still increasing amount of web content in texts which are exchanged between people. These unstructured web texts are everywhere: emails, instant messages, social media, web pages, and more. Web texts can be an extremely rich source of information, but due to its unstructured characteristic, it is difficult to extract useful key parts systematically from it. If we manage these textual data in a manual way, it will cost us too many materials and manpower to handle. Therefore, to manage these complicated web textual data in an effective way, is getting important. Here we utilize the machine learning text classification technology to help people automatically structure and analyze the text in a quickly and cost-effectively way [1-2].

To achieve automatic text classification, we introduced several widely used machine learning technology to predict the category of the target text. The machine learning algorithm, including Naïve-Bayes [3], Supporting Vector Machine [4], K-nearest Neighbors [5], Decision Tree [6], etc., is highly related to computational statistics. During the process of machine learning, every move we take such as feature selection, classification algorithm or weighting, can be a huge affection to the result. In order to get the best result, we must do some pre-research to optimize the learning process.

Most of the text classification cases are multi-label classification, which is an extension of multi-class classification [7]. That means one text can be categorized into one or several pre-defined classes.

In this paper, we focus on the categorization of text, not only automatically and efficiently but also higher precision. Term weighting plays the most important role of the classification process, we also want to learn about the effect of term weights to the classification process. Moreover, we want to figure out whether the high weight terms are significant or not for classification.

2 Related Work

2.1 Datasets and Framework

There are 7 datasets which are used in this paper for training and testing. They are Reuter 21578, Re0, Re1, Re52, k1a, k1b and RCV1. Table 1 shows the basic information about all datasets.

Reuter 21578 is a document collection appeared on Reuters news in 1987 [8], and is often used in text categorization. It contains multi-class and multi-label datasets with 90 categories and 10788 documents. We split them into two set for training and testing, which have 7769 documents and 3019 documents respectively.
Table 1. Base Information of Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Documents</th>
<th>Effective Words</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuters-21578</td>
<td>10788</td>
<td>9280</td>
<td>90</td>
</tr>
<tr>
<td>Re0</td>
<td>1504</td>
<td>2886</td>
<td>13</td>
</tr>
<tr>
<td>Re1</td>
<td>1657</td>
<td>3758</td>
<td>25</td>
</tr>
<tr>
<td>Re52</td>
<td>9130</td>
<td>7977</td>
<td>52</td>
</tr>
<tr>
<td>K1a</td>
<td>2340</td>
<td>21839</td>
<td>20</td>
</tr>
<tr>
<td>K1b</td>
<td>2340</td>
<td>21839</td>
<td>6</td>
</tr>
<tr>
<td>RCV1</td>
<td>804414</td>
<td>47236</td>
<td>103</td>
</tr>
</tbody>
</table>

Re0, Re1, K1a and K1b, are provided by Karypis Lab University of Minnesota. The Re0 and Re1 dataset are subsets that derived from Reuter 21578. We also select some certain documents to create Re52 dataset. Re0 contains 13 categories with 1504 documents. Re1 has 25 categories with 1657 documents. Re52 is a single label subset of Reuter 21587. It contains 52 categories and 9130 documents. The k1a and k1b dataset are subsets of WebACE. They have up to a total 2340 documents and 21839 effective words.

Datasets mentioned above are small-scale datasets, that means the quantities of documents are in the range of thousands to ten thousand, and each dataset has around thousands of effective words. The number of documents and the number of effective words are not much difference hence the weight of word may be distorted due to the small term frequency. So, we introduced the Reuters Corpus Volume I (RCV1) [9], an archive of over 800000 manually categorized newswire stories made by Reuters, Ltd. RCV1 is a large-scale dataset which contains 103 categories and 804414 documents.

All these datasets are imbalanced. The skewed distribution makes many conventional machine learning algorithms less effective. Imbalanced data typically refers to the classification problem that the classes are not distributed equally. From the figures below, we can easily understand that there is no dataset with normal distribution.

Figure 1 shows that 76.2% documents of Re0 are in only three categories. Figure 2 shows that 42.3% documents of Re1 are in only two categories. Figure 3 shows that 43.6% documents of K1a are in only three categories and there are five categories which contain less than 1% documents of K1a. Figure 4 shows that 59.4% documents of K1b are in a single category. Figure 5 shows that 68.1% documents of Re52 are in only two categories. Figure 6 shows that 58.7% documents of Reuters-21578 are in only two categories. Figure 7 shows the category distribution of RCV, the CCAT category has over 380000 documents but the GMIL category only contains five documents.

---

Figure 5. Category distribution of dataset Re52

Figure 6. Category distribution of dataset Reuters-21578

Figure 7. Category distribution of dataset RCV1

Figure 8. Framework for supervised text classification

For new test set, we have to do the feature identification, including picking up the features which are in the training set, and give these terms an adjusted weight. After that, we may predict the result of this new set through the classification model.

In this paper we will also introduce RFE method to figure out the relation between classification and term weights.

2.2 Pre-processing

Here we use Reuters 21578 as an example to do pre-processing. We remove the stop words as well as stem words, then keep the meaningful words like nouns, verbs, adjectives, and adverbs. This can be easily done by NLTK package. There is a stop word table inside NLTK, it collects meaningless words including be (verb), etc. Not only the tense words, there are also many other words that carry the same meaning. To eliminate these words, we use stemming to shorten the lookup time and normalize the sentences. For example, ‘is’, ‘am’ and ‘are’ are three different be verbs. By stemming, they can be treated as one word ‘be’. Re0, Re1, k1a, k1b already been done this preprocessing, so we can skip this step on them.

2.3 Bag-of-words Model

The bag-of-words model is a way of representing words in a vector of occurrence counts of a vocabulary. It is widely used in natural language processing and information retrieval. In this model, a text is represented as a bag of its words only but disregards the grammar and the word order to keep the multiplicity. In our training set, we put all effective words into a bag which is used by the bag-of-model. Figure 9 shows the result after the bag-of-words model.

2.4 Term Weighting

After these previous steps, every word which is retrieved from the text will be given a weight through the weighting algorithm [12]. In this paper, we use eight different kinds of weighting algorithm to do the experiments and compare the results. Except TF,
TFIDF and TIFICF, we also introduce four additional supervised term weighting methods. Then we propose our new supervised term weighting method.

2.4.1 One-hot Encoding

A one-hot encoding is a representation of categorical variables as binary vectors. In natural language processing, a one-hot vector represents that a word is in the document or not. The vector consists of zero bits in all cells originally, then when the corresponding words are found in the text, these bits will mark 1 in the cells. Figure 10 shows the example of representation using one-hot encoding.

\[
\begin{align*}
\text{Text1: John likes to play basketball. Jim likes too.} \\
\text{Text2: John also likes to play football games.} \\
\text{Effective words from all texts} \\
\quad \{ "John", "like", "play", "basketball", "football", "game", "Jim" \} \\
\text{One-hot encoding vectors} \\
\quad \text{Text1: [1, 1, 1, 0, 0, 1]} \\
\quad \text{Text2: [1, 1, 1, 0, 1, 0]}
\end{align*}
\]

Figure 10. Example of representation using one-hot encoding

2.4.2 TFIDF (Term Frequency, Inverse Document Frequency)

TFIDF [13-14] is often used as a weighting algorithm in information retrieval, text mining and user modeling. It reflects how important a word to a document in a collection or corpus is. This algorithm is combined by TF part and IDF part.

TF (Term Frequency) means that the number of occurrences of a term in a document, and is simply proportional to the term frequency. In TF formula, \( n_{i,j} \) is the number of the specify words that occurred in document \( d_j \), and the denominator denotes the number of all words that occurred in the document \( d_j \).

IDF (Inverse Document Frequency) represents a specified term factor that is quantified by the inverse function and the number of occurrences in documents. In the formula, \(|D|\) is the total number of documents in the corpus, the denominator is the number of documents that contains this specified term. To avoid a division-by-zero error, it’s common to adjust the denominator to \(1+|\{j:t_i \in d_j\}|\). Figure 11 shows an example of representation using TFIDF.

\[
\begin{align*}
\text{Text1: John likes to play basketball. Jim likes too.} \\
\text{Text2: John also likes to play football games.} \\
\quad \text{Effective words from all texts} \\
\quad \{ "John", "like", "play", "basketball", "football", "game", "Jim" \} \\
\quad \text{if} \\
\quad \text{Text1: [1, 2, 1, 2, 0, 0, 1]} \\
\quad \text{Text2: [1, 1, 1, 0, 1, 1, 0]} \\
\quad \text{idf} \quad \text{if} \\
\quad \text{Text1: [log(1+1), log(1+1), log(1+1), log(1+1), log(1+1), log(1+1), log(1+1)]} \\
\quad \text{Represent as vectors using TFIDF (tf * idf)} \\
\quad \text{Text1: [-0.176, -0.352, -0.176, -0.352, 0, 0, -0.176]} \\
\quad \text{Text2: [-0.176, -0.176, -0.176, 0, -0.176, -0.176, 0]}
\end{align*}
\]

Figure 11. Example of representation using TFIDF

\[
\begin{align*}
tf_{i,j} &= \frac{n_{i,j}}{\sum_k n_{i,k}} \\
idf_i &= \log\frac{|D|}{|\{j:t_i \in d_j\}|} \\
tfidf_{i,j} &= tf_{i,j} \times idf_i
\end{align*}
\]

2.4.3 TIFICF (Term Frequency, Inverse Category Frequency)

TIFICF [15-17] is often used as a weighting algorithm factor too in information retrieval, text mining. In general speaking of text categorization, the fewer a term appears in one category, the more discriminative power this term has. This algorithm is combined by TF part and ICF part. The definition of TF here is the same as described previously.

ICF (Inverse Category Frequency) represents a specified term factor that can be quantified by the inverse function and the number of occurrences in categories. In the ICF formula, \(|C|\) is the total number of categories in the corpus, the denominator is the number of categories that contains this specified term. Figure 12 shows the example of representation using TIFICF.

\[
\begin{align*}
\text{Text1: John likes to play basketball. Jim likes too.} \\
\text{Text2: John also likes to play football games.} \\
\text{Effective words from all texts} \\
\quad \{ "John", "like", "play", "basketball", "football", "game", "Jim" \} \\
\text{if} \\
\quad \text{Text1: [1, 2, 1, 2, 0, 0, 1]} \\
\quad \text{Text2: [1, 1, 1, 0, 1, 1, 0]} \\
\quad \text{idf} \\
\quad \text{Text1: [log(1+1), log(1+1), log(1+1), log(1+1), log(1+1), log(1+1), log(1+1)]} \\
\quad \text{Represent as vectors using TIFICF (tf * idf)} \\
\quad \text{Text1: [-0.176, -0.352, -0.176, -0.352, 0, 0, -0.176]} \\
\quad \text{Text2: [-0.176, -0.176, -0.176, 0, -0.176, -0.176, 0]}
\end{align*}
\]

Figure 12. Example of representation using TIFICF

\[
\begin{align*}
tf_{i,j} &= \frac{n_{i,j}}{\sum_k n_{i,k}} \\
ictf_i &= \log\frac{|C|}{cf(t_i)} \\
tificf_{i,j} &= tf_{i,j} \times icf_i
\end{align*}
\]
2.4.4 Supervised Term Weighting

Supervised term weighting (STW) has been used in text classification for several years. Before the STW, we usually use binary classification for text classification. The STW becomes popular these years because it considers the characteristics of dataset and uses the prior information on training documents in predefined categories [18].

A traditional weight algorithm consists of a local weight and a global weight like previously mentioned TFIDF, which is the most commonly used one in text classification. STW uses the weight after feature-selected process to replace the global weight. Table 2 lists the fundamental information elements which are used for feature selection in text classification.

Table 2. Fundamental information elements

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_k$</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>$\bar{t}_k$</td>
<td>C</td>
<td>D</td>
</tr>
</tbody>
</table>

- $A$ denotes the number of documents in the positive class that do not contain term $t_k$.
- $B$ denotes the number of documents in the positive class that do not contain term $t_k$.
- $C$ denotes the number of documents in the positive class that do not contain term $t_k$.
- $D$ denotes the number of documents in the negative class that do not contain $t_k$.
- The sum of $A$, $B$, $C$ and $D$ is the number of documents in the whole collection.

In text classification, there are several supervised term weighting algorithms except the traditional TF-like method. Table 3 lists four supervised term weighting methods we used in this paper including TFOdd [19], TFProb [20] and TFRF [21-22]. Figure 13 shows an example of representation using TFRF.

Table 3. STWs using fundamental information element

<table>
<thead>
<tr>
<th>Methods</th>
<th>Mathematical form represented by information elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>ntf * Chi-square (ChiS)</td>
<td>$ntf * \frac{N(AD - BC)^2}{(A + C)(A + B)(B + D)(C + D)}$</td>
</tr>
<tr>
<td>ntf * Odd ratio (OddsR) [19]</td>
<td>$ntf * \log(AD / BC)$</td>
</tr>
<tr>
<td>Probability based term weight (Prob.) [20]</td>
<td>$ntf * \log(1 + \frac{A * A}{B * C})$</td>
</tr>
<tr>
<td>Relevance frequency (rf) [21-22]</td>
<td>$ntf * \log(2 + \frac{A}{B})$</td>
</tr>
</tbody>
</table>

2.5 Our Proposed Term Weighting Method

We newly propose a supervised term weighting scheme, Term Frequency-Category Relevance Frequency (TFCRF), which uses the odds of positive and negative class probabilities to improve results. Table 4 lists the Mathematical formula of TFCRF. This formula is used to improve probability-based term weight [20].

Table 4. The formula of proposed STW: TFCRF

<table>
<thead>
<tr>
<th>Methods</th>
<th>Mathematical form represented by information elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFCRF</td>
<td>$ntf * \log(1 + \frac{A - B}{A + B})$</td>
</tr>
</tbody>
</table>

Probability based term weight considers fundamental information elements $B$ and $C$. Element $B$ is the number of documents which contain term $t_k$ but in the negative $C_i$ classes. Element $C$ is the number of documents which don’t have the term $t_k$ but in the positive $C_i$ class.

Considering that element $C$ should not have a negative impact to the discriminatory power of term $t_k$ to class $C_i$, it can even be said to be irrelevant, we decide to treat element $C$ as an insignificant factor, so we don’t put $C$ in our formula.

We take element $B$ as the real matter to affect the
term weighting result. Since A + B is the total appearance number of term \( t_k \), we can say that A and B are mutually exclusive. That means when A gains more, the less B will have. In our proposed novel supervised term weighting method, we will treat B as a negative factor to the discriminating power of term \( t_k \). Figure 14 shows the example of representation using TFCRF.

**Figure 14.** Example of representing in TFCRF

### 2.6 Test Documents Representation Method

How to represent our test documents with supervised term weighting is our next issue. Since there is no class information of test documents, we have to develop one to represent the test document in vector which is required by the team weighting scheme. We introduced four methods [23] here and described them in Table 5. Each method will be given an example. Figure 15 shows the example of W-Max method. Figure 16 shows the example of D-Max method. Figure 17 shows the example of D-TMax method. And the last Figure 18 shows the example of Hypo method.

#### Table 5. Four representation methods for test document (continue)

<table>
<thead>
<tr>
<th>Method</th>
<th>Description</th>
<th>Example</th>
</tr>
</thead>
</table>
| W-Max (Word Max) | The term weight of each word is chosen based on the maximum value among \(|C|\) estimated term weights. | \[
\begin{array}{c|c|c|c|c|c|c}
0 & 0.7 & 0.5 & 0.6 & 0.5 & 0.6 & 0  \\
1 & 0.9 & 0.3 & 0.2 & 0.8 & 0.3 & 0.9  \\
2 & 0.6 & 0.2 & 0.7 & 0.3 & 0.1 & 0.9  \\
\end{array}
\] |
| D-Max (Document Max) | The sum of all term weights in each vector is first calculated, and one vector with the maximum sum value is then selected as a representative vector. | \[
\begin{array}{c|c|c|c|c|c|c}
0 & 0.7 & 0.5 & 0.6 & 0.5 & 0.6 & 0  \\
1 & 0.9 & 0.3 & 0.2 & 0.8 & 0.3 & 0.9  \\
2 & 0.6 & 0.2 & 0.7 & 0.3 & 0.1 & 0.9  \\
\end{array}
\] |
| D-TMax (Documents Two Max) | The sum of all term weights in each vector is calculated, and two vectors with the highest and second highest sum values are then selected. A vector is then created by choosing the term weight with the higher score between the two term weights of the selected vectors for each term. | \[
\begin{array}{c|c|c|c|c|c|c}
0 & 0.7 & 0.5 & 0.6 & 0.5 & 0.6 & 0  \\
1 & 0.9 & 0.3 & 0.2 & 0.8 & 0.3 & 0.9  \\
2 & 0.6 & 0.2 & 0.7 & 0.3 & 0.1 & 0.9  \\
\end{array}
\] |

First we generated the \(|C|\) vectors according to the information of each class. Then we treat each category of the test document as a hypothesis label, that means all the test documents can be categorized to one or many (Hypothesis) of these labels. A text classifier is introduced here to calculate the prediction scores of all categories. Finally, we select the label with the highest prediction score as the predicted category label.

**Figure 15.** Example of W-Max method

**Figure 16.** Example of D-Max method

**Figure 17.** Example of D-TMax method
2.7 Feature Reduction

Feature reduction, also known as dimensionality reduction, is the process to reduce the feature size without losing important information. Feature reduction can be divided into two processes: feature selection and feature extraction. Feature selection returns a subset of relevant features from a large dataset, whereas feature extraction creates a new feature set which is reduced to a more manageable size for processing.

2.7.1 Feature Selection

Feature selection is the process of selecting relevant features from raw dataset. This technique is useful because it simplifies the learning models and results, and make them easier to interpret by researchers. It also has shortened training time and enhanced generalization by reducing overfitting. There are three different kinds of method: wrapper method, filter method and embedded method, for the implementation of feature selection [24].

Wrapper methods use predictive models to score the features in subsets. These subsets will be used to train a model, and be tested on another hold-out set. By repeating this process, we can find best score one among the subsets. The wrapper methods are computationally intensive and may cost a lot of computational resource, but also give us the best performance dataset.

Filter methods use proxy measures instead of the error rate to score the features in subsets. These measures are chosen according to their simplicity of computing, and the usefulness to the feature sets. There are several common measures such as the chi-squared stats and the mutual information. The filter method is often less computationally intensive than the wrapper one, but provides the feature set which may not tuned to a specific type compare to predictive model. It often gives a lower prediction performance than wrapper.

Embedded methods perform feature selection as a part of the machine learning model construction process. Therefore, we call them embedded methods. Common embedded methods include LASSO method and RFE method. In terms of computational complexity, the embedded methods are between wrappers and filters.

Reuters-21578 has 9280 features and 10788 documents. We can easily aware that there are too many features and documents which is not efficient to classify. In order to reduce the computational power, we introduced the simple feature selection to reduce the number of features. By that we choose 4000 features which have higher term frequency value for experiment. Figure 19 shows the example of feature selection using TF.

2.7.2 Feature Extraction

If the input data is too large to be used in machine learning, then we transform it into a reduced set of features. Here we introduced the feature extraction to reduce the amount of required resources for describing a large dataset.

A large size of variables may cause classification algorithm overfits on training samples and is generalize poorly to new samples. Feature extraction can be implemented by many methods such as LSA (Latent Semantic Analysis) and PCA (Principal Content Analysis). We use PCA plus logistic regression to do the experiment in this paper. There are two advantages using PCA as our major feature extraction method. First, it reduces the processing dimension and because of this, it saves the model training time. The second is solving the collinearity problem and pick up the features which are independent. The collinearity problem happens when independent variables in a regression model are too much correlated. Independent variables should be just as the name itself says, if the level of correlation between variables is too high, it will be a problem when user is trying to fit the model.
Principal components analysis (PCA) [25] is a statistical process. It uses the orthogonal transformation to convert a set of observation value from possibly correlated variables into a set of linearly uncorrelated variables which are called principal components. The transformation is defined in such way that the first principal component has the largest possible variance, and then following by each succeeding component in turn. These succeeding components have the highest variance possible under the constraint that they are orthogonal to their preceding components. The resulting vectors are an uncorrelated orthogonal basis set.

In this paper, by the tremendous help of PCA, we reduced the dimensions to the level that the percentage of variance explained is over 90%. Table 6 shows the number of reduced dimensions with PCA. After extracting features, we use logistic regression to classify.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Re0</th>
<th>Re1</th>
<th>K1a</th>
<th>K1b</th>
<th>Re52</th>
<th>Reuters-21578</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reduced Dimension</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>233</td>
<td>400</td>
<td>864</td>
<td>864</td>
<td>750</td>
<td>711</td>
</tr>
<tr>
<td>TFIDG</td>
<td>493</td>
<td>723</td>
<td>1284</td>
<td>1284</td>
<td>1765</td>
<td>1420</td>
</tr>
<tr>
<td>TFICF</td>
<td>342</td>
<td>461</td>
<td>955</td>
<td>955</td>
<td>1229</td>
<td>1038</td>
</tr>
<tr>
<td>TFChi</td>
<td>4</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>TFOdd</td>
<td>177</td>
<td>256</td>
<td>786</td>
<td>786</td>
<td>498</td>
<td>421</td>
</tr>
<tr>
<td>TFRF</td>
<td>294</td>
<td>424</td>
<td>883</td>
<td>883</td>
<td>368</td>
<td>339</td>
</tr>
<tr>
<td>TFProb</td>
<td>13</td>
<td>14</td>
<td>20</td>
<td>20</td>
<td>17</td>
<td>20</td>
</tr>
</tbody>
</table>

2.8 Recursive Feature Elimination (RFE)

In this paper, we analysis the relation between term weighting and classifying. Recursive feature elimination (RFE) [26] is involved here. RFE picks feature up in classification step which is different from other feature selection methods.

Recursive feature elimination (RFE) is a feature selection algorithm. It takes the advantage of reducing the redundant and recursive features and can be used in many different machine learning classification algorithms. The Major concept of RFE is sorting out the influence of features by excluding the features that have the least influence on the target. The estimator is first trained by the initial dataset, then the feature who has the smallest weight are removed from the set. By repeating this procedure, the desired size of feature will be reached. Figure 20 depicts the framework of RFE.

![RFE Framework](image)

2.9 F1-measure

There are many ways to evaluate a model such as accuracy, error rate, precision, recall and F1-measure. They are widely used in the machine learning evaluation but sometimes we may not easy to distinguish good model from other models by them. Here is an example. If we have a model to predict earthquake, and it has 99% accuracy (TP/TP+TN) score but due to the near zero frequency of earthquake, it is very easy to design the model which predicts no earthquake at all. In this case, although the accuracy is very high, we can’t say that it is a good model.

Then the precision and recall are developed for another aspect of evaluation. Precision focuses on true positive of predicted positive. Recall focuses on true positive of actual positive. But still, in extreme situations, they are both insufficient to determine whether the model is good or not. How do we explain the significance of a model with high precision and low recall and a model with high recall and low precision, respectively? The former one can be regarded as a more cautious model. Although it is not often to predict positive entities, but as long as there is a predicted positive, it is almost correct (Precision high), while the latter one is a loose model, although sometimes it predicts the wrong result, but almost everything that should be predicted positive are actually predicted positive (Recall high).

Now, the F1-measure are designed to consider both. F1-measure [27] is a measure of statistical analysis of binary classification. It considers both the precision and the recall. Table 7 lists four results of classification in Confusion Matrix. Precision is the rate that the number of true positive divides by the total number of predicted positive. Recall is the rate that the number of true positive divides by the total number of actual positive. We can use precision and recall to calculate F1-measure. The macro-average gives weight equally to all the classes, that means it is an arithmetic mean of the F1-scores of all classes. The micro-average gives weight equally to all the texts, it simply looks at all the
classes together. In this paper, we use micro F1 and macro F1 to evaluate the results.

**Table 7. Confusion Matrix**

<table>
<thead>
<tr>
<th>Predicted Condition</th>
<th>Condition Positive</th>
<th>Condition Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP (True Positives)</td>
<td>FP (False Positives)</td>
</tr>
<tr>
<td>Predicted Condition</td>
<td>FN (False Negatives)</td>
<td>TN (True Negatives)</td>
</tr>
</tbody>
</table>

Precision: \[
\frac{TP}{TP + FP}
\] (6)

Recall: \[
\frac{TP}{TP + FN}
\] (7)

F1- measure: \[
\frac{2PR}{P + R}
\] (8)

Macro Precision: \[
\frac{1}{n} \sum_{i=1}^{n} R_i
\] (9)

Macro Recall: \[
\frac{1}{n} \sum_{i=1}^{n} R_i
\] (10)

Macro F1- measure: \[
\frac{\sum_{i=1}^{n} TP_i}{\sum_{i=1}^{n} TP_i + \sum_{i=1}^{n} FP_i}
\] (11)

Micro Precision: \[
\frac{\sum_{i=1}^{n} TP_i}{\sum_{i=1}^{n} TP_i + \sum_{i=1}^{n} FP_i}
\] (12)

Micro Recall: \[
\frac{\sum_{i=1}^{n} TP_i}{\sum_{i=1}^{n} TP_i + \sum_{i=1}^{n} FN_i}
\] (13)

**3 Results and Discussion**

In this section, we implemented eight term weighting methods to the predefined six datasets as previously mentioned. The results are shown in section 3.1 and followed by the analysis and discussion part in section 3.2.

**3.1 Results**

All the datasets have already been dealt with pre-processing and feature extraction so we can just apply the term weighting methods and give each feature a weight.

Following tables are the results of all datasets under SVM and logistic regression with one-hot encoding, the traditional and the supervised term weighting methods.

**3.1.1 Re0**

We found that in Re0, TFRF gets a better macro-F1 score and TFIDF gets a better micro-F1 score under SVM classification as Table 8 Shows. When using PCA and logistic regression, TFRF gets better macro-F1 score and TFProb gets a better micro-F1 score. The result tells TFRF and TFProb get better performance. Its fundamental information elements, A, B, C, provide much more useful information for classifying. TFIDF gets a not bad result, which shows factor term frequency and document frequency are helpful in Re0. Although there are also many other algorithms that may provide us more information, but through the experiment we find that these formulas don’t bring us better results in this dataset.

**Table 8. Result of Re0**

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td>One-hot encoding (Base)</td>
<td>76.93%</td>
<td>85.24%</td>
</tr>
<tr>
<td>TF</td>
<td>73.88% (-3.05%)</td>
<td>84.11% (-1.13%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>61.64% (-15.29%)</td>
<td>81.85% (-3.39%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>66.60% (-10.33%)</td>
<td>78.66% (-6.58%)</td>
</tr>
<tr>
<td>TFCChi</td>
<td>75.51% (-1.42%)</td>
<td>82.51% (-2.73%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>77.80% (+0.87%)</td>
<td>81.58% (-3.66%)</td>
</tr>
<tr>
<td>TFProb</td>
<td>39.95% (-40.98%)</td>
<td>92.80% (+7.56%)</td>
</tr>
<tr>
<td>TFRF</td>
<td>75.92% (-1.01%)</td>
<td>86.30% (+1.06%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>61.99% (-14.94%)</td>
<td>82.58% (-2.66%)</td>
</tr>
</tbody>
</table>

SVM gets the best macro-F1 score, and micro-F1 score as well. After applying PCA and logistic regression, we found that TFRF gets a better macro-F1 score and
TFRF again gets a better micro-F1 score. According to the foregoing results, TFRF gets best performance. It tells fundamental information elements A and B are much more useful for classifying in k1a. Although they are helpful by TFRF here, their importance is reduced in other methods.

Table 9. Result of Re1

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td></td>
<td>69.72%</td>
<td>84.67%</td>
</tr>
<tr>
<td>TF</td>
<td>75.04% (+5.32%)</td>
<td>84.54% (+1.87%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>70.98% (-18.74%)</td>
<td>77.43% (-2.76%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>78.01% (+8.29%)</td>
<td>86.96% (+2.29%)</td>
</tr>
<tr>
<td>TFChi</td>
<td>73.01% (+3.29%)</td>
<td>83.83% (-0.84%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>79.33% (+9.61%)</td>
<td>87.45% (+2.78%)</td>
</tr>
<tr>
<td>TFProb</td>
<td>36.61% (-33.11%)</td>
<td>68.13% (-16.54%)</td>
</tr>
<tr>
<td>TRFR</td>
<td>77.37% (+7.65%)</td>
<td>88.29% (+4.22%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>72.84% (+3.12%)</td>
<td>87.14% (+2.47%)</td>
</tr>
</tbody>
</table>

3.1.3 K1a

Table 10 shows the K1a results of using TFRF under SVM gets the best macro-F1 score and micro-F1 score as well. After applying PCA and logistic regression, we found that TFRF gets a better macro-F1 score and TFRF again gets a better micro-F1 score. According to the foregoing results, TFRF gets best performance. It tells fundamental information elements A and B are much more useful for classifying in k1a. Although they are helpful by TFRF here, their importance is reduced in other methods.

Table 10. Result of K1a

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td></td>
<td>76.93%</td>
<td>85.24%</td>
</tr>
<tr>
<td>TF</td>
<td>71.92% (-5.01%)</td>
<td>86.45% (+1.21%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>52.29% (-24.64%)</td>
<td>79.36% (+5.55%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>63.43% (-13.50%)</td>
<td>82.35% (-2.89%)</td>
</tr>
<tr>
<td>TFChi</td>
<td>64.42% (-12.51%)</td>
<td>79.91% (+5.33%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>67.33% (-9.60%)</td>
<td>82.65% (-2.59%)</td>
</tr>
<tr>
<td>TFProb</td>
<td>35.76% (-41.17%)</td>
<td>56.62% (+28.62%)</td>
</tr>
<tr>
<td>TRFR</td>
<td>71.95% (+4.98%)</td>
<td>87.86% (+2.62%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>65.66% (-11.27%)</td>
<td>85.73% (+0.49%)</td>
</tr>
</tbody>
</table>

3.1.4 K1b

Table 11 shows the K1b result of using TFICF under SVM gets the best macro-F1 score and TFRF gets the best micro-F1 score. According to the foregoing results, TFRF, TFICF and TFOdd have better performance to this dataset. We can say that fundamental information elements and factor category frequency are very useful for classifying in K1b. TFRF again gets a better micro-F1 score. According to the foregoing results, TFRF gets best performance. It tells fundamental information elements A and B are much more useful for classifying in k1a. Although they are helpful by TFRF here, their importance is reduced in other methods.

Table 11. Result of K1b

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td></td>
<td>69.72%</td>
<td>84.67%</td>
</tr>
<tr>
<td>TF</td>
<td>9359% (+23.87%)</td>
<td>97.52% (+12.85%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>68.39% (-1.33%)</td>
<td>89.96% (+5.29%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>95.75% (+26.03%)</td>
<td>98.25% (+13.58%)</td>
</tr>
<tr>
<td>TFChi</td>
<td>90.69% (+20.97%)</td>
<td>95.04% (+10.37%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>97.56% (+27.84%)</td>
<td>95.38% (+10.71%)</td>
</tr>
<tr>
<td>TFProb</td>
<td>48.57% (-21.15%)</td>
<td>84.06% (-0.61%)</td>
</tr>
<tr>
<td>TRFR</td>
<td>96.07% (+26.35%)</td>
<td>98.16% (+13.49%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>87.78% (+18.06%)</td>
<td>94.91% (+10.24%)</td>
</tr>
</tbody>
</table>
3.1.5 Re52

Table 12 shows the Re52 result of using TFRF under SVM gets both the best macro-F1 score and micro-F1 score. As the result of PCA and logistic regression, TFICF gets both the best macro-F1 score and micro-F1 score. According to the foregoing results, TFRF and TFICF performed well in this dataset. We can say that fundamental information elements and factor category frequency are very helpful for classifying in Re52.

Table 12. Result of Re52

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td>One-hot encoding (Base)</td>
<td>11.07%</td>
<td>18.15%</td>
</tr>
<tr>
<td>TF</td>
<td>64.83% (+56.76%)</td>
<td>93.15% (+75.0%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>39.73% (+28.66%)</td>
<td>87.67% (+69.52%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>74.16% (+63.09%)</td>
<td>94.20% (+76.05%)</td>
</tr>
<tr>
<td>TFChi</td>
<td>17.25% (+6.18%)</td>
<td>46.58% (+28.43%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>68.84% (+57.77%)</td>
<td>89.72% (+71.57%)</td>
</tr>
<tr>
<td>TFPRec</td>
<td>14.80% (+3.73%)</td>
<td>76.46% (+58.31%)</td>
</tr>
<tr>
<td>TFRF</td>
<td>54.66% (+43.59%)</td>
<td>92.57% (+74.42%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>23.12% (+12.05%)</td>
<td>84.16% (+66.01%)</td>
</tr>
</tbody>
</table>

3.1.6 Reuters-21578

Table 13 shows the Reuters-21578 result of using TFRF under SVM gets the best macro-F1 score and TFICF gets the best micro-F1 score. After applying PCA and logistic regression, TFOdd now gets the best macro-F1 score and TFRF gets the best micro-F1 score. According to the foregoing results, TFRF, TFOdd and TFICF work well in this dataset. We can say that fundamental information elements and factor category frequency are very helpful for classifying in Reuters-21578.

Table 13. Result of Reuters-21578

<table>
<thead>
<tr>
<th>Method</th>
<th>PCA+logistic regression</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macro-F1</td>
<td>micro-F1</td>
</tr>
<tr>
<td>One-hot encoding (Base)</td>
<td>6.39%</td>
<td>16.60%</td>
</tr>
<tr>
<td>TF</td>
<td>42.74% (+36.35%)</td>
<td>85.41% (+68.81%)</td>
</tr>
<tr>
<td>TFIDF</td>
<td>16.86% (+10.47%)</td>
<td>77.67% (+61.07%)</td>
</tr>
<tr>
<td>TFICF</td>
<td>46.84% (+40.45%)</td>
<td>85.46% (+68.86%)</td>
</tr>
<tr>
<td>TFChi</td>
<td>11.25% (+4.86%)</td>
<td>36.68% (+17.08%)</td>
</tr>
<tr>
<td>TFOdd</td>
<td>56.52% (+50.13%)</td>
<td>80.91% (+64.31%)</td>
</tr>
<tr>
<td>TFPRec</td>
<td>10.11% (+3.72%)</td>
<td>62.21% (+45.61%)</td>
</tr>
<tr>
<td>TFRF</td>
<td>47.75% (+29.36%)</td>
<td>85.59% (+67.99%)</td>
</tr>
<tr>
<td>TFCRF</td>
<td>17.82% (+11.43%)</td>
<td>75.84% (+59.24%)</td>
</tr>
</tbody>
</table>

3.2 Discussion

As the predicted results of all data sets under different term weighting methods shown in Section 3.1, we found that there are at least two suitable term weighting methods can be adopted in each case, depending on macro F1 or micro F1 respectively. In Reuters 21578, we think that the traditional term weighting method still works fine with the multi-label text classification. In the case of Re1, our newly proposed term weighting method TFCRF gave us a better result.

Although introducing term weighting method may have some improvements to certain dataset, but still there are some datasets which haven’t shown significant effect. Term weighting methods here are not so obviously effective.

We use REF to find important terms for classification with SVM and logistic regression in each dataset. From Figure 21 to Figure 26, we can find the overlap rate in all datasets. The information of the table contains 1. the overlap rate between important terms for logistic regression and important terms for SVM, 2. the overlap rate between high weight terms and important terms for logistic regression, and 3. the overlap rate between high weight terms and important terms for SVM. We also try to use the less importance terms to do the same experiment, the range of term quantity is from 25% to 5% of total terms.
From these figures, we find that the overlap rate can reach up to 70% between different term weighting methods. But the overlap rate between high weight terms and important terms for classification are significant lower. The lowest overlap rate can down to lower than 10%. The result also shows under different term quantity, the overlap rate between different term weighting methods is slightly decreased, but the overlap rate between high weight terms and important terms has notable decreasing up to over 30%.

This tells us that the actual importance of a term in document sometimes may not as much as the term’s calculated weight shows.

We use a simple feature selection to reduce the number of features for better performance. It selects features base on the value of term weight, the higher the value is, the easier it will pick. In previous paragraph, we concluded that high weight terms may not that important to the document. This may cause by the features we used for term weighting are inappropriate, the features we choose cannot actually represent the importance of the term in document.

The other potential issue exists in the term weighting methods is that maybe a term weighting method is suitable for a dataset, but doesn’t mean that it is suitable for another dataset. And a much more complex method may not perform well than a simple one. For example, one-hot encoding even works better than almost all the other methods in dataset Re0. We also find that the importance of probability-based element
A and B are reduced in K1a.

These term weighting methods utilize many features but output the result in just a single value. The information must have some distortions or losses during the processing. So we think term weighting method should play an assist role instead of representing the importance of a term.

## 4 Conclusion

### 4.1 Information Missing

Bag-of-words model is a simplifying representation which is widely used in NLP. But it disregards grammar and word order in order to keep the multiplicity. It is the first reason that causes information missing.

Term weighting method combines several useful information elements to a single value. This process may eliminate lots of the individual information from these elements. It is the second reason that causes information missing. On the other hands, the word2vec model uses a vector instead of a single value to represent a word. The formula of term weighting method which used in word2vec is similar to a cost function. The larger value the cost function has, the more important the corresponding word is. However, we observed that the importance of a word in a document is equal to the importance of the same word in classification. Maybe it is a big mistake using Term Frequency and disregarding the grammar and order or something else in previous research. From our experiments, the results do strongly support our viewpoint. In our future work, we will drop out the formula and try to keep all information elements within a vector to represent a word.

### 4.2 Conclusion

There are two main contributions in this research. First, we propose a new weighting algorithm, TFCRF, which considers the term that equally separated in all classes as a negative effect to the discriminating power. The TFCRF successfully brings us a better result in Re1. Second, we have shown that the discriminating power of a term may not be as strong as we thought, especially for those who have a higher weight in classification.

The result tells that term weighting methods can be adopted to improve the results of text classification in some case. Different datasets may suit different term weighting methods. It regards how the model should be evaluated and what the type of the text and category should be considered.

Although we get a better result from TFCRF, we still think that the term weighting methods are not as useful as we thought. In some cases, most of term weighting methods cannot get a satisfied or even worse result. Sometimes it costs a lot of resources to find a suitable weight, but the result may not show us an obvious improvement.

Term weighting is designed to express the importance of a word in a text and it is often used in text classification. We can easily say that high weight words may not reflect on the importance in classification. A high weight word may play a significant role to a text, but it may not be same important in classification.

The research of term weighting method recently may have encountered a bottleneck due to the information missing problem. Our future work will focus on how to design representation vectors of words to keep more information. Word2vec uses vectors to represent a word and it becomes a popular method in NLP. Referring to word2vec, designing a new method to keep the factors’ information and make good use could be a topic. Also, how to deal with an imbalanced dataset is another issue. Imbalanced dataset problem may cause classification having bad results in certain condition. Finally, the multi-label texts nowadays appear more and more frequently in our life. It is necessary to improve the accuracy of this kind of classification for future application.
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