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Abstract 

Multi-group Flower Pollination Algorithm (MFPA) 

based on novel communication strategies was proposed 

with an eye to the disadvantages of the Flower Pollination 

Algorithm (FPA), such as tardy convergence rate, inferior 

search accuracy, and strong local optimum. By 

introducing a parallel operation to divide the population 

into some groups, the global search capability of the 

algorithm was improved. Then three new communication 

strategies were proposed. Strategy 1 combined high-

quality pollens of each group for evolution and replaced 

the old pollens. Strategy 2 let each group’s inferior 

pollens approaching to the optimal pollen. Strategy 3 was 

a combination of strategies 1 and 2. Then, experiments on 

25 classical test functions show that MFPA based on 

novel communication strategies has a good global 

optimization ability, improving the convergence speed 

and accuracy of the FPA. Thus, we compare MFPA using 

three strategies with FPA and PSO, its result shows that 

MFPA is better than FPA and PSO. Finally, we also 

applied it to two practical problems and achieved a better 

convergence effect than FPA. 

Keywords: Flower pollination algorithm, Parallel 

algorithm, Communication strategy, Function 

optimization 

1 Introduction 

Meta-heuristic algorithm has been widely used in 

transportation, electric, biology, financial, for 

successfully solving many optimization problems [1-2]. 

In [1], several meta-heuristic algorithms and their 

applications in large-scale optimization problems are 

introduced. In [2], some important developments and 

applications of bioinformatics algorithms are described. 

One category of meta-heuristic algorithms is 

population-based algorithms. Harmony Search (HS) 

that is put forward by Geem et al. [3] mimicking the 

improvisation of music players. Cuckoo Search (CS) is 

developed by Xin-She Yang and Suash Deb [4]. 

Particle Swarm Optimization (PSO) mimics bird 

flocking and it has been applied to nonlinear function 

optimization and neural network training in [5]. 

Artificial Bee Colony (ABC) optimization based on the 

foraging behavior of honey bees has been extended for 

solving constrained optimization problems [6]. Gray 

Wolf Optimization is proposed by driving the related 

individuals to approach the centers of the position of 

the top three individuals and has also been applied to 

many areas [7-9]. These algorithms are some typical or 

relatively new population-based algorithms. As a 

population-based algorithm, Flower Pollination 

Algorithm (FPA) is proposed by Yang [10] and has 

been applied for optimization of truss structures [11] 

and the layouts of nodes in Wireless Sensor Networks 

[12]. Differential Evolution (DE) is very effective and 

efficient population- based method for processing the 

complex single objective numerical optimization 

problems [13]. Some promising applications have also 

been presented [14-15]. DE is also implemented in 

matrix process by applying the affine transformation 

concept for tackling the bias trouble in DE [16-17]. 

FPA’s basic thought comes from the simulation of 

pollination of natural flowers. FPA’s merit lies in that 

it is easy for people to implement in hardware by using 

some program languages. 

Since FPA was proposed in 2012, FPA has been 

studied and improved by many professionals and 

scholars, such as hybridized FPA with firefly algorithm 

proposed by Kalra [18] and tested by various standard 

benchmark functions. Hybridized FPA with PSO 

proposed in [19] and is also used to solve constrained 

optimization problems, binary FPA proposed by 

Rodrigues for applying to Feature Selection [20], 

multi-objective FPA presented in [21] and can 

accurately find the Pareto fronts for a set of test 

functions. Wang and Zhou improve the FPA based on 

dimension by dimension update for evaluating strategy 
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on solutions and local neighborhood search strategy 

[22]. Nabil hybridized standard FPA with clonal 

selection algorithm (CSA) and is tested by 23 

optimization benchmark problems for getting better 

results [23]. Osama Abdel-Raouf in [24] combine FPA 

with HS that chaotic HS is used to generate the initial 

pollens of FPA. FPA with Bee Pollinator was proposed 

by Wang et. al. by using discard pollen operator and 

crossover operator to increase the diversity of the 

population, and elite based mutation operator to 

enhance local searching [25]. 

In this paper, for the deficiency of basic FPA with 

tardy convergence rate, inferior search precision, and 

strong local optimum [26], MFPA based on novel 

communication strategies is proposed, the algorithm 

with 25 test functions is tested. We also apply the 

algorithm to two practical problems. The experimental 

results show that the proposed MFPA based on novel 

communication strategies can obtain a relatively 

accurate solution, with faster convergence rate and 

better convergence precision. 

The following is the remaining of this article. There 

is a brief review of FPA and parallel algorithms for 

swarm intelligence in Section 2. Section 3 presents 

three communication strategies and MFPA based on 

novel communication strategies. In Section 4, the 

experiments of test functions and applications are 

described. Finally, in Section 5, a shortly conclusion is 

given. 

2 Related Work 

In this section, FPA and parallel schemes for some 

swarm intelligence algorithms will be briefly described. 

Pollination could take by abiotic form or biotic form 

and achieved through self-pollination or cross-

pollination [10]. Pollinator transfer the pollen. 

Honeybees are one of the pollinators, with flower 

constancy [27]. That is the pollinators are inclined to 

visit a specific only species and avoid others. FPA as a 

biological heuristic algorithm idealizes the pollination 

process’s characteristics, obeys some rules [10]. 

In most population-based algorithms, there are 

exploration and exploiting [12] to direct the 

optimization process. FPA as a population-based 

heuristic algorithm, its local pollination contains 

abiotic and self-pollination, which indicates the 

exploiting in the search area, its global pollination 

contains biotic and cross-pollination, which represents 

global exploration, the proportion of above two 

pollination process is controlled by its switch 

probability. The global pollination of FPA [10] is 

modeled as follows:  

 1

*
( )t t t

i i step i
x x L x x

+

+ ×= −  (1) 

where t

i
x  is the thi  pollen in the tht  iteration, 

*
x  is the 

best pollen in the current iteration among all pollens. In 

this paper 0
step

L >  and draw from Levy distribution 

[10].  
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where ( )λΓ  is the standard gamma function, and 

0
0s s >� . FPA’s Local pollination for exploiting, is 

modeled as follows [10]. 
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where t

p
x  and t

q
x  are pollens from the identical plant 

species’ diverse flowers, and 
rand

~ U[0,1]ϕ . U  is 

uniform distribution. Pseudo-code of FPA shows in 

Figure 1 [10]. 

 

Figure 1. FPA’s pseudo-code 

There are so many parallel swarm intelligence 

algorithms that have been put forward. The parallel 

PSO (PPSO) proposed by Chang et. al. [28] is tested 

by several optimization functions using three 

communication strategies for getting promising results. 

The parallel ant colony optimization is presented in [29] 

by Chu et. al. and is applied for solving the TSP with 

effective and efficient solutions by putting forward 

seven communication methods to update the 

pheromone level between groups. The parallel grey 

wolf optimization is also presented by Pan et. al. in [30] 

by presenting a communication strategy using current 

group’s better particles to update the next group’s 

worse particles. The cat swarm optimization (CSO) 

mimics the cat’s behavior which improve the PSO by 

implementing tracing mode and seeking mode [31]. 

The parallel scheme of the CSO is also presented [32] 

and the parallel CSO is applied to solve the aircraft 

schedule recovery problem [33] and wireless sensor 

network [34].  

In this article, new parallel schemes of FPA are 

presented and three new communication strategies are 

used in FPA and will be described in detail in the next 

section. 
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3 MFPA Based on Novel Communication 

Strategies 

In this section, we will describe MFPA based on 

novel communication strategies and three new 

communication strategies. 

3.1 Strategy 1: Evolution 

The strategy was inspired by the evolution of species 

in nature and refer to the mutation, crossover and 

selection operation in Differential Evolution [35]. 

Strategy 1 has the advantage of making the better 

pollens into improved, through mutation and crossover, 

the algorithm may be easy to jump off the local 

optimum. This strategy collected pollens with good 

fitness in each group to form a new population to be 

evolved, and it replaced the original pollen with 

evolved pollen. 

Step 1. For every 1R  iterations, pollens of each group 

is strictly sorted by their fitness from worst to best. 

Step 2. Combine each group’s pollen with the best first 

quarter fitness into a new population t

x  for evolution. 

Step 3. Mutate [35] the new population according to 

the formula (4): 

 1

1 2 3
( )t t t t

i r r r
v x F x x

+

= + × −  (4) 

where 1t

i
v

+  is the thi  mutated pollen in ( 1)tht +  

iteration, 
1

t

r
x , 

2

t

r
x  and 

3

t

r
x  are the different random 

pollens in the tht  generation of the new population. F  

is an adaptive coefficient of mutation [36], and 

[0,2]F∈ . It is calculated by the following formula (5): 
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where 
0

F  is mutation constant, t  is present iteration, 

max
t  is maximum iteration. 

Step 4. According to the formula (6), the test pollen 
1 1 1 1

, 1 , 2 , 
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=  is obtained by crossover 

operation [35]. 
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where CR  is cross-over probability, 1,...,i NP= , NP  

is population’s size, d  is the thd  dimension of pollen, 

rand
d  is a random selected number of sequences 

[1,..., ]D , and D  is pollen’s dimension. 

Step 5. If fitness value of the test pollen 1t

i
u

+  is better 

than that of the contemporary pollen t

i
x , 1 1t t

i i
x u

+ +

= , 

otherwise 1t t

i i
x x

+

=  as Eq. (7).  
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Step 6. The old group pollens t

x  is replaced one by 

one by the new evolution pollens 1
,

t

x
+  achieving 

communication between groups 

3.2 Strategy 2: Proximity 

This strategy is inspired by the biological nature of 

PSO [5], that is, the birds move towards the food that is 

optimal solution. The advantage of strategy 2 is that it 

could directly act on poor pollens and make them 

better. The thought of this strategy is to set the pollens 

with poor fitness in each group to move to the optimal 

fitness of this group or other groups, and the core 

formula is as follows: 

 1

, , , 
(0,1) ( )t t t t

i j i j k i jx x rand xbest x
+

×= + −  (8) 

where 
, 

t

i j
x  is the thi  pollen of the thj  group of the 

tht  iteration, t

k
xbest  is the best pollen of the thk  

group of the tht  iteration. The difference between 
t

k
xbest  and 

, 

t

i j
x  multiply the (0,1)rand  and plus 

, 

t

i j
x  

means to move 
, 

t

i j
x  to t

k
xbest . The steps are as follows. 

Step 1. For every 2R  iterations, pollens of each group 

are strictly sorted by their fitness from worst to best. 

Step 2. For each group’s pollens with the one-half poor 

pollens, formula (8) is applied to set worse pollens 

approach to the optimal pollen of other random group. 

The updated formula is as follows: 

 

1

, , 1 , 
(0,1) ( )  

1
[1,..., ]

2

t t t t

i j i j k i jx x rand xbest x

i NP

+

×= + −

=

，
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where 1k  is a random integer generated from a 

sequence [1,..., ]GP  that is not equal to j . GP  is the 

max number of the group. 

Step 3. For each group’s pollens with the worse fitness 

from one-half to three quarter, formula (8) is applied to 

let worse pollens approach to the optimal pollen of 

each group. The updated formula is as follows: 

 

1

, , , 
(0,1) ( ),  

1 3
[ ,..., ]
2 4

j

t t t t

i j i j i j
x x rand xbest x

i NP NP

+

×= + −

=

 (10) 

3.3 Strategy 3: Combination of Strategy 1 and 

Strategy 2 

Strategy 1 has the advantage for further improving 

the better pollen, and the advantage of strategy 2 is that 

it could directly act on poor pollens and make them 

better. Strategy 3 could effectively use the advantages 

of two strategies by combining them. As is shown in 

Figure 2, for every 1R  iteration, the communication 

strategy 1 is used and for every 2R  iteration, 

communication strategy 2 is applied. 
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Figure 2. Strategy 3: Combination strategy 1 and 

strategy 2 

3.4 MFPA Based on Novel Communication 

Strategies 

In this section, MFPA based on novel communication 

strategies will be described. We divide the total 

population into GP  group with POPSIZE  pollens in 

each group. Firstly, each pollen is initialized randomly, 

and its fitness value is calculated, the switch 

probability parameter is initialized, and the parameters 

of the strategy is initialized. Then for each iteration, 

each group is updated with the FPA separately, and 

each group communicates when every strategy’s 

corresponding communication iteration number 

reached. While meeting the max number of iteration or 

calculate fitness is just less than the threshold fitness, 

terminate program. The following is the detailed steps. 

1. Initialization: Produce POPSIZE  pollens 
, 

t

i j
x  of 

the thj  group with D  dimensions, 1,...,i NP= , 

1,...,j GP= , where GP  is the maximum groups, 

POPSIZE  is the size of pollen, t  is the present 

iteration and 1t = , initialize switch probability and the 

parameter of strategy. 

2. Evaluation: Calculate 
, 

( )t

i j
xf  for every pollen. 

Find every group’s best pollen 
*

g  and its fitness. Find 

the best pollen TotalBest  of all group and its fitness. 

3. Pollen Update: For every pollen in each group 

proceed the following steps. 

According to switch probability, Global pollination 

via (1), or Local pollination via (3). 

Calculate 1

, 
( )t

i j
xf + . Update pollen in every group, 

when new pollens are better. Update the best pollen 
*

g  

and its fitness in each group, the best pollen TotalBest  

of all groups and its fitness. 

4. Communication: The following is three 

communication strategies: 

Strategy 1: For every 1R  iteration, sorts the 

solution of each group by their fitness from worst to 

best; combine each group’s pollens with the one 

quarter better fitness into a new population t

x  for 

evolution. t

x  is mutated by (4) and (5), crossed by (6), 

selected by (7), and finally generate 1t

x
+ . 

Strategy 2: For every 2R  iteration, sorts each 

group’s pollens by their fitness from worst to best. (9) 

and (10) are applied for moving the worse pollens to its 

group’s best pollen or other group’s best pollen. 

Strategy 3: For every 1R  iteration, communication 

strategy 1 is used and for every 2R  iteration, 

communication strategy 2 is applied. 

5. Termination: Step 2 to 5 are repeated, until 

threshold fitness is reached, or maximum iteration is 

achieved. Finally, record best fitness ( )f TotalBest  

and best pollen TotalBest  among pollens. 

4 Experiments and Applications 

In this section, for meeting test functions’ diversity, 

we utilize first 11 benchmark functions from the 

CEC2017 test function’s basic functions [37], and last 

14 benchmark functions from [38], detail result is 

shown in the Table 1. Next, we select first 6 test 

functions to compare the rate of convergence of four 

algorithms, details are shown in the Figure 3. We also 

compare MFPA with FPA and PSO in 6 test functions 

that is shown in Figure 4. Finally, we apply the MFPA 

based on novel communication strategies two practical 

application problems. 
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Table 1. Twenty-five test functions in our experiment 

No. Name Function Expression Range Dimension Iteration 

1 Bent Cigar 
6 2 2

1 1

2

( ) 10
D

i

i

f x x x
=

+= ∑  ±10 30 2000 

2 Zakharov 
2 4 2

2

1 1 1

( ) ( 0.5 ) ( 0.5 )
D D D

i i i

i i i

f x x x x
= = =

+= +∑ ∑ ∑  [-5, 10] 30 2000 

3 Levy 
1

2 2 2 2 2

3 1

1

( ) (1 ) [ (2 ) 1] (1 ) [1 10 (1 )] ( )
D

D D i i

i

f x w sin w sin w sin wπ ω π π

−

=

= − + + − + + +∑  ±10 30 2000 

4 

High 

Conditioned 

Elliptic 

1

6 21

1

4
(10 )( )

iD

D

i

i

f x x
−

−

=

=∑  ±100 30 2000 

5 Discus 
6 2 2

5 1

2

( ) 10
D

i

i

f x x x
=

= +∑  ±100 30 2000 

6 Ackley’s 
2

6

1 1

1 1
( ) 20 20 ( (1/ ) ) ( cos(2 ))

5

D D

i i

i i

f x e exp D x exp x
D

π

= =

= + − − −∑ ∑  ±32 30 2000 

7 Griewank 

2

7

1 1

( ) cos( ) 1
4000

DD

i i

i i

x x
f x

i= =

= − +∑ ∏  ±600 30 2000 

8 Katsuura 
1.2

8 2 2

32
(10 / )

11

2 (2 )
 (1 )(

2

10 10
)

j j
D

i i D

j
ji

x round
f x

D D

x
i

==

= −

−

+ + ∑∏  ±100 30 2000 

9 HappyCat
2 1/ 4 2

9

1 1 1

( ) 0.5 | | (0.5 ) /
D D D

i i i

i i i

f x x D x x D
= = =

= + − + +∑ ∑ ∑  ±100 30 2000 

10 HGBat 

0.5

2 2 2 2

10

1 1 1 1

1 1
( ) 0.5 ( ) ( ) ( )

2

D D D D

i i i i

i i i i

f x x x x x
D

= = = =

= + − + +∑ ∑ ∑ ∑  ±100 30 2000 

11 Schaffer’s F7 
0.2 2

1

2 2

11 1

1
( ) [ ( (50 )( 1))] ,

1
 

D

i

i i i i i
f x s sin s s x x

D
=

+
= + = +

−
∑  ±100 30 2000 

12 Sum Square
1

12

2( )
D

i

i

f x ix
=

=∑  ±10 30 2000 

13 Eggholder 
1

13 1 2 1 2 2
( ) sin( ( 47) ) (47 )sin( 47 )

2

x
f x x x x x x= − + − − + + +  ±512 2 2000 

14 Bohachevsky
2 2

14 1 2 2 1
( ) 0.7 2 0.4 (4 ) 0.3 (3 )f x x x cos x cos xπ π= + + − −  ±100 2 2000 

15 Sphere 
2

15

1

( )
D

i

i

f x x
=

=∑  ±5.12 30 2000 

16 Booth 
2 2

16 1 2 1 2
( ) (2 5) ( 2 7)f x x x x x= + −++ −  ±10 2 2000 

17 Matyas 
2 2

17 1 2 1 2
( ) 0.48 0.26( )f x x x x x+= − +  ±10 2 2000 

18 Camels 
4

2 2 4 1

18 1 2 2 1 1
( ) 2 1.05

6

x
f x x x x x x+ += − +  ±5 2 2000 

19 Easom 
2 2

19 2 1 2 1
( ) ( ) ( ) ( ( ) ( ) )f x cos x cos x exp x xπ π= − − − − −  ±100 2 2000 

20 Michalewicz 

2

2

20

1

( ) sin( )sin ( ), 10
D

m i

i

i

ix
f x x m

π
=

= − =∑  [0, π] 10 2000 

21 Beale 
3 2 2 2 2

21 1 1 2 1 2 1 1 2 1
( ) (2.625 ) ( 1.5) ( 2.25)f x x x x x x x x x x= − + − + + − ++  ±4.5 2 2000 

22 Colville 

2 2 2 2

22 2 4 4 3

2 2 2 2

1 2 1 3 2 4

( ) 10.1((1 ) (1 ) ) 90( )

           100( ) (1 ) (1 ) 19.8( 1)( 1)

f x x x x x

x x x x x x

= − + − + −

+ − + − + − + − −

 ±10 4 2000 

23 
Goldstein 

Price 

2 2 2

23 1 2 2 1 1 2 1 2

2 2 2

1 2 2 1 1 2 1 2

( ) [(18 36 27 32 12 48 )(2 3 ) 30]

             [1 (19 6 3 14 3 14 )( 1) ]

f x x x x x x x x x

x x x x x x x x

= − + − + + −

× + + + − + − + +

+

 ±2 2 2000 

24 Hartmann 

4 3

2

24

1 1

( ) exp( ( ) )
i j ij ij

i j

f x x P Aα

= =

= − − −∑ ∑  [0, 1] 3 2000 

25 Powell 
/ 4

2 2 4 4

25 4 4 1 4 2 4 3 4 4 3 4 2 4 1

1

( ) [5( ) (10 ) 10( ) ( 2 ) ]
d

i i i i i i i i

i

f x x x x x x x x x
− − − − − −

=

= − + − + −+ +∑  [-4, 5] 30 2000 
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4.1 Experiment with Testing Function 

In order to make the following results comparable, 

for MFPA using strategy 1, MFPA using strategy 2, 

MFPA using strategy 3, we divide total 160 pollens of 

above three algorithms into four groups, each group 

has 40 pollens. As for basic FPA’s pollens we set 160 

pollens with no divided. The population size of the 

four algorithms is the same. Then we make the switch 

probability p  of the four algorithms equal to 0. 8. The 

basic FPA does not adopt communication strategy. 

From simulations of us, with the mutation constant 
0

F  

equals to 0.5 and crossover constant CR  equals to 0.5, 

MFPA has a pretty good convergence effect. Therefore, 

the parameter 1R  equals to 10, of MFPA using 

strategy 1, that is, communication should be done 

every 10 iteration, and the mutation constant 
0

F  equals 

to 0.5, crossover constant CR  equals to 0.5. The 

parameter 2R  equals to 20, of MFPA using strategy 2, 

that is, communication should be done every 20 

iterations. As for MFPA using strategy 3, 1=10R , 

2=20R , 
0
=0.5F , =0.5CR . 

Because of the strong randomness of the meta-

heuristic algorithm, we compare and analysis the data 

after 30 runs of each algorithm, and Table 1 shows that 

each function of each algorithm iterates 2000 times, so 

the data obtained is of high reliability. 

Table 1 shows that, of the 25 test functions, there are 

some unimodal functions, such as High Conditioned 

Elliptic Function, Zakharov Function, and some 

multimodal functions, such as Levy Function, Ackley’s 

Function. The global search capability of the algorithm 

could be checked by two kinds of functions that above 

mentioned. We set the test function with low 

dimensions, such as 2, 3, 4, and set the test function 

with high dimensions, such as 30, to compare the 

optimization ability of the algorithm within different 

dimensions. 

Table 2 shows the test of four algorithms on 25 

functions. For enabling the Table 2 shows the 

information more intuitively, the form like 10/9/6 is 

used to simply express the mean or std value of 

algorithm with better effect in 10 functions, and the 

similar effect in 9 functions, and the worse effect in 6 

functions. Note that both MFPA using strategy 3 and 

MFPA using strategy 2 achieve the best effect on 

function 22. As it is intuitively shown in Table 3. 

Table 2. Result of mean and standard deviation for functions 

No. Function Type MFPA using strategy 3 MFPA using strategy 2 MFPA using strategy 1 FPA 

mean 2.71E-20 2.79E-12 5.33E-07 8.91E+01 
1 Bent Cigar 

std 4.83E-20 3.30E-12 2.91E-07 2.08E+01 

mean 4.20E-08 3.81E-07 1.21E-05 8.54E-04 
2 Zakharov 

std 5.49E-08 2.99E-07 1.87E-05 2.46E-04 

mean 2.09E-02 5.52E-18 3.11E-11 1.41E+00 
3 Levy 

std 4.51E-02 4.64E-18 3.29E-11 3.40E-01 

mean 2.41E-21 2.52E-12 1.00E-07 1.14E+01 
4 H. C. E. 

std 1.87E-21 8.69E-12 3.54E-08 3.21E+00 

mean 3.33E-24 8.43E-16 1.25E-10 2.22E-02 
5 Discus 

std 2.33E-24 1.19E-15 6.69E-11 6.58E-03 

mean 3.85E-02 3.85E-02 4.88E-06 1.97E+00 
6 Ackley’s 

std 2.11E-01 2.11E-01 1.37E-06 6.08E-01 

mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
7 Griewank 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
8 Katsuura 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean 1.63E-01 1.83E-01 3.76E-01 3.35E-01 
9 HappyCat 

std 2.70E-02 4.48E-02 6.12E-02 4.88E-02 

mean 3.03E-01 2.68E-01 2.72E-01 2.41E-01 
10 HGBat 

std 9.52E-02 9.16E-02 2.50E-02 2.26E-02 

mean 2.92E-02 3.83E-02 1.73E-01 3.23E+00 
11 Schaffer’s F7 

std 3.42E-02 7.04E-02 3.36E-02 2.25E-01 

mean 1.14E-25 1.02E-18 8.99E-12 1.42E-03 
12 Sum square 

std 1.45E-25 1.63E-18 6.33E-12 4.03E-04 

mean -9.60E+02 -9.60E+02 -9.60E+02 -9.60E+02 
13 Eggholder 

std 5.78E-13 5.78E-13 5.78E-13 5.78E-13 

mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
14 Bohachevsky 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean 2.77E-27 2.27E-19 1.86E-13 3.28E-05 
15 Sphere 

std 2.14E-27 3.01E-19 6.94E-14 7.82E-06 
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Table 2. Result of mean and standard deviation for functions (continue) 

No. Function Type MFPA using strategy 3 MFPA using strategy 2 MFPA using strategy 1 FPA 

mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
16 Booth 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean 1.46E-123 9.88E-113 2.73E-70 6.55E-49 
17 Matyas 

std 3.94E-123 2.79E-112 1.25E-69 1.25E-48 

mean 6.19E-134 5.70E-124 5.61E-70 2.69E-46 
18 Camels 

std 1.99E-133 1.68E-123 2.54E-69 5.28E-46 

mean -1.00E+00 -1.00E+00 -1.00E+00 -1.00E+00 
19 Easom 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean -9.58E+00 -9.54E+00 -9.50E+00 -8.33E+00 
20 Michalewicz 

std 7.68E-02 9.22E-02 8.68E-02 2.87E-01 

mean 0.00E+00 0.00E+00 0.00E+00 0.00E+00 
21 Beale 

std 0.00E+00 0.00E+00 0.00E+00 0.00E+00 

mean 0.00E+00 0.00E+00 6.80E-32 1.99E-18 
22 Colville 

std 0.00E+00 0.00E+00 3.73E-31 3.71E-18 

mean 3.00E+00 3.00E+00 3.00E+00 3.00E+00 
23 

Goldstein-

Price std 1.59E-15 1.83E-15 1.36E-15 1.68E-15 

mean -3.86E+00 -3.86E+00 -3.86E+00 -3.86E+00 
24 Hartmann 

std 2.97E-15 3.05E-15 3.11E-15 3.08E-15 

mean 3.66E-05 5.14E-05 8.22E-04 2.35E-06 
25 Powell 

std 2.22E-05 3.50E-05 6.21E-04 9.42E-07 

Table 3. 25 Test Functions’ Simple Expressed Result 

type MFPA using strategy 3 MFPA using strategy 2 MFPA using strategy 1 FPA 

Mean 12/9/0 2/9/0 1/9/3 2/9/13 

Std 12/7/0 2/7/2 3/7/3 2/7/13 

 

From Table 3, the basic FPA obtain the best effect 

only in 2 test functions, and others are obtained by 

MFPA using three novel strategies. Obviously, the 

proposed algorithm with three communication 

strategies has the better effect than basic FPA. 

From mean value in the Table 3, MFPA using 

strategy 3 get the best results with the better 

convergence effect in 12 of the 25 test functions, and 

the similar convergence effect in 9 functions, and the 

worse convergence effect in no function. FPA obtain 

the best convergence effect only in 2 test functions, the 

similar effect in 9 functions, and the worst effect in 13 

functions. It can be seen that MFPA using strategy 3 

has the best convergence effect. This algorithm 

effectively combines the advantages of strategy 1 and 

strategy 2. 

According to the analysis of std value in the Table 3, 

MFPA using strategy 3 shows that in 12 of the 25 test 

functions this algorithm has the Least dispersion, has 

the similar effect in 7 functions, and no function has 

the maximum dispersion. FPA shows that in 2 of the 

25 test functions this algorithm has the Least 

dispersion, has the similar effect in 7 functions, and 13 

of 25 function with the maximum dispersion. It can be 

seen from the std value that the dispersion degree of 

FPA is the largest, that is, the randomness of its results 

is greater than that of the other three algorithms. 

Among the four algorithms, MFPA using strategy 3 is 

the one with the smallest dispersion degree and the 

result is more stable. 

In Figure 3, function 1 to 6 is the first 6 function of 

25 test functions. The solid line is the convergence 

curve of MFPA using strategy 3, dashed line is MFPA 

using strategy 2, dotted line is MFPA using strategy 1, 

and dash-dot line is FPA. From Figure 3, the rate of 

convergence of MFPA using three strategies is better 

than FPA. In 5 functions the rate of convergence is 

ranked as MFPA using strategy 3 < MFPA using 

strategy 2 < MFPA using strategy 1 < FPA. Only in 

function 3, that is Levy function, MFPA using strategy 

3 converges quickly at first, but later it is slower than 

the other two MFPA. Therefore, the rate of 

convergence MFPA is significantly better than that of 

FPA. 

As is shown in Figure 4, we compare MFPA with 

FPA and PSO in 6 test functions, the convergence 

effect of MFPA using three novel strategies is 

obviously better than that of FPA and PSO. The 

parameters of the MFPA and FPA are the same as 

above. As for PSO, inertia weight is equal to 1.0 [39], 

acceleration coefficients are equal to 2.0 [5]. 

4.2 Two Application Problems 

In this section, we apply MFPA based on novel 

communication strategies and basic FPA to two 

application problems [40]: Frequency Modulated (FM) 

sound synthesis problem and Spread Spectrum Radar 

(SSR) Polyphase Code Design problem. 
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Figure 3. The optimization curves of the first 6 functions 
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Figure 4. The compared results of algorithms in 6 functions for 30 runs 

FM sound synthesis problem [41]: As a significant 

part in modern music system, this problem aims to 

optimize its parameter that is X  in (11). We only 

consider the case of 6 dimensions [42-43]. The 

following formulas are optimized sound wave ( )z t  and 

target sound wave 
0
( )z t . 

 
1 2 3 4 5 6

( ) sin( sin( sin( )))z t x x t x x t x x tθ θ θ= + +  (11) 

 
0
( ) sin(5 1.5sin(4.8 2sin(4.9 )))z t t t tθ θ θ= − +  (12) 

where 2 /100θ π=  and [ ]6.4,6.35
i
x ∈ − . 

The main purpose of FM problem is to make ( )z t  

close to 
0
( )z t , its objective fitness function is as 

follows, and its global minimum is 0.  

 2

0

0

( ) ( ( ) ( ))
T

t

f X z t z t
=

= −∑  (13) 

In experiment we took 150T =  and 200,T =  the 

results are shown in Figure 5. 
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Figure 5. FM sound synthesis problem’s result 

From the Figure 5, the mean value of MFPA using 

strategy 3 is the smallest, its convergence effect is the 

best of four algorithms. The basic FPA has not 

performed the good effect in mean value, although its 

std value is pretty good. 

SSR Polyphase Code Design problem [41]: While 

designing radar system with pulse compression, it is 

necessary to choose the appropriate waveform. 

Polyphase codes of radar pulse modulation have lower 

sidelobe in the compressed signal [41]. This is a 

continuous nonlinear min-max and non-convex 

problem. It is formally modeled as follows [40]: 

 
1 2 2

min ( ) max{ ( ), ( ),..., ( )}

                           , 2 1

m
f v v v v

v V m n

= Φ Φ Φ

∈ = −
 (14) 

 
1

{( ,..., ) | 0 2 , 1,..., }n

n j
V v v R v j nπ =≤= ∈ ≤  (15) 

 
2 1

2 1 1

( ) ( ), 1,...,
n k

i

k i l i k

l
v cos v i n

−

= = − − +

=Φ =∑ ∑  (16) 

 
2

1 2 1

1
( ) ( ) , 1,..., 1

2

n k

i

k

l

i l i k

v cos v i n

= + = − +

= + =Φ −∑ ∑  (17) 

 ( ) ( ),  1,...,
m i i

v v i m
+

=Φ Φ= −  (18) 

where n  is the dimension of v . In this paper, the 

situation of 19 dimensions and 20 dimensions are 

implemented, the measured results are shown in Figure 

6: 

 

Figure 6. SSR Polyphase Code Design problem’s 

result 

From the Figure 6, in SSR Polyphase Code Design 

problem, the mean fitness of MFPA using strategy 2 is 

the smallest, so its convergence degree is the best 

among the four algorithms, while the mean fitness of 

basic FPA is the largest, so its convergence effect is the 

worst. Although the standard deviation of FPA is the 

smallest, its convergence degree is the worst, so the 

overall effect is still poor compared with the proposed 

three strategies. 

5 Conclusions 

In view of FPA’s disadvantages of tardy 

convergence rate, inferior search precision, and strong 

local optimum, the MFPA based on novel 

communication strategies is proposed in this paper. In 

the proposed schemes, the pollen is averagely divided 

into some groups, and each group runs FPA to update 

pollens in parallel. When a specific iteration is reached, 

the proposed communication strategy is applied to 

individual communication between groups. In the 

paper, we propose three new communication strategies, 

and simulation results based on the 25 ordinary test 

functions and two real world problems demonstrate the 

proposed parallel strategies for FPA is efficient and 

effect. 

For the future work, MFPA based on novel 

communication strategies be further improved, such as 

adding chaotic mapping, discretization, binary, and the 

proposed strategies can also be further improved by 

adopting some efficient schemes [44-49]. The 

algorithm proposed in this paper could also be applied 

to other fields, such as continuous optimization 

problem, economic load distribution, wireless sensor 

networks [50-53] and information security issues [54-

56]. 
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