Collaborative Framework of Accelerating Reinforcement Learning Training with Supervised Learning Based on Edge Computing
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Abstract

In the reinforcement learning model training, it usually takes a lot of training data and computing time to find the law from the environmental response in order to facilitate the convergence of the model. However, edge nodes usually do not have powerful computing capabilities, which makes it impossible to apply reinforcement learning models to edge computing nodes. Therefore, the framework proposed in this study can enable the reinforcement learning model to gradually converge to the parameters of the supervised learning model within the shorter computing time, so as to solve the problem of insufficient terminal device performance in edge computing. Among the experimental results, the operating differences of hardware with different performance and the influence of the network environment and neural network architecture are analyzed based on the Mnist and Mall data sets. The result shows that it is sufficient to load the real-time required by users under the framework of collaborative training, and the time delay pressure on the model is caused by the application of different levels of complexity.
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1 Introduction

With the development of artificial intelligence technologies, the technologies have been applied in various fields. Also because of the increase in the amount of computing data, there are many hidden layers built for specific needs in the neural network architecture, and this will cause a certain degree of burden on performance. In order to make the neural network model have more real-time response, the concept of edge computing is proposed to solve this problem that a coherent task is able to be completed through distributed collaboration. The terminal device is used to handle tasks that require less performance, and the more computationally intensive part is completed by the cloud device. Although the prerequisite for this is that there must be a good communication state between devices, in the 5G architecture that will gradually take shape in the future, therefore edge computing can be regarded as an effective method of operation. On the other side, the general supervised learning model has good performance after the model training is completed, but its characteristic is that the weights in the model cannot be updated in real time. When the external input changes, the parameters cannot be updated, and the model is generated inapplicable issues. If the model needs to be updated, it usually requires a certain degree of retraining, and it is more time-consuming. Under the framework of reinforcement learning, the parameters of the model are mostly dynamically updated, and its update method requires feedback through the external environment. After the agent makes a corresponding decision on the input state, it gets a reward and punishment feedback, and then updates the weight of the neural network. However, in practical applications, not every task can get feedback from the user or the environment. In this case, the problem of reinforcement learning model construction will arise. It is also because on the terminal device, the hardware usually cannot have strong performance, so the model structure usually adopts a simpler design, so it needs efficient cloud computing to assist.

In this research, the concept of edge computing will be referred. A collaborative framework of accelerating reinforcement learning training with supervised learning is proposed. The reinforcement learning model will be used on the terminal device and the supervised learning model with a complex architecture will be built on the cloud server. The purpose is to assist in training the
reinforcement learning model on the terminal device through the supervised learning model in the cloud. The framework proposed in this research includes the following contributions:

1. Analyze independent event tasks using a reinforcement learning framework. At present, most reinforcement learning architectures are mostly continuous tasks. For example, after a reinforcement learning model makes a decision in a game environment, it will get the next state related to this action. This research will use a data set in which each state is an independent event as the main analysis content.

2. Use the pre-trained supervised learning model to assist the convergence of the terminal device model. The event task is divided into the terminal device and the cloud server, and the communication state between the two is maintained through a network connection. In addition, supervised learning is carried out with hardware devices with better performance, so that it can provide rewards and punishments for terminal devices, thereby making up for the defects of task analysis.

3. Design a value function suitable for class classification tasks. In the independently distributed data set, each data is regarded as an independent state. Therefore, a general-purpose value function is designed to approximate the best convergence result of the model.

The remainder of this paper is organized as follows. In section 2, the related works is discussed and a collaborative framework of accelerating reinforcement learning training with supervised learning. Section 4 evaluates the proposed framework performance; finally, the conclusions is given in Section 5.

2 Related Works

2.1 Edge Computing

Edge computing is an emerging distributed computing framework that is designed to share part of the computing workload of cloud servers. The framework decomposes the large-scale services that were originally processed entirely by the central node, and distributes them to the edge nodes for processing. In other words, when the computing load can be shared by the terminal devices, it will reduce the computing load of the cloud server compared to the original centralized computing architecture. This will speed up the calculation and transmission of data, so as to reduce the calculation results delay. In research [1], an edge node is defined as any node with computing power or network resources in the path of the data source and cloud computing center. For example, a smart phone is an edge device between the user and the cloud server. Therefore, from a definition point of view, edge computing is more biased towards one component of the internet of things. Therefore, edge computing has been applied to more and more areas of life today, such as: smart city, cloud offloading, movie analysis, smart home, etc.

In traditional content delivery networks, only data will be cached on edge servers, so most of the calculations still rely on cloud computing. But this means that users need to wait a longer time, so many applications nowadays have made tradeoffs for cloud performance to solve cloud offloading [2-6]. However, if the edge device has a certain amount of computing power, the edge device can help to share the computing load of the cloud server. The map navigation system is one example that can distribute the task requirements of users to different edge nodes for processing according to different locations of users. In other words, there is no need to load all the maps at the same time, and the system only needs to provide the limited maps that users need in real time. However, this will cause synchronization problems between edge nodes. For example, when a navigation user moves within the service range of different nodes, the service node needs to be switched. This may be an issue in the development of algorithms, and it may even be possible to add machine learning to assist node distribution, but such decentralized operations can effectively improve the delay problem.

One of the most representative applications of edge computing is the camera on the street. Video data captured by the camera is usually not uploaded to the cloud due to traffic costs or privacy security considerations. Therefore, when doing analysis or when there is a special need to search for a specific purpose in the video, if the task is completely handed over to the cloud server, it will generate a huge performance load. The system can send task requirements to the edge nodes that will analyze the task data and then send the result back to the cloud server after the analysis is completed. This approach can make better use of performance and avoid overloading the cloud server.

In the field of machine learning, some large tasks usually have a large computing demand. If a single hardware is used to complete the task, it will cause a large computing load on the cloud server. Therefore, the concept of edge computing has recently begun to be added to the neural network architecture. In research [7], the detection model in the smart production line is split into different parts, and the neural network model is also the same. Separate the neural network layers responsible for different tasks in the complete large structure, and decentralize the neural network layer with simpler tasks to edge nodes with computing capabilities to share the overall amount of computing.

2.2 Reinforcement Learning

The training methods of reinforcement learning, supervised learning and unsupervised learning are
different, because the training methods of reinforcement learning are more instantaneous. When the reinforcement learning model is able to learn and update parameters while collecting data, there is no need to prepare a large amount of training data in advance. Therefore, reinforcement learning is often used for automatic control of equipment that is called Approximate Dynamic Programming (ADP) [8-9].

Therefore, the reinforcement learning model is based on exploration as the main training method, and the learning model is gradually trained in the exploration mode until convergence. The architecture of the reinforcement learning model includes the components “environment” and “agent”. During training, the model’s agent will act according to the state of the environment and receive rewards, thereby improving the accuracy of decision-making. According to Markov decision processes (MDPs) [10-11], under ideal conditions, the future depends on the present, so it is necessary to evaluate the rewards of actions performed in the action set that is called “policy”.

In the training process, each complete MDP is called an episode, and to judge whether a model is properly trained, the rewards obtained for each step in the episode are usually summed up. According to MDPs, the reward and punishment scores for the next decision can be estimated, and the sum of reward and punishment scores can also be estimated, as in formula 1.

\[
G_i = R(s_i, a_i) + \gamma R(s_{i+1}, a_{i+1}) + \gamma^2 R(s_{i+2}, a_{i+2}) + \cdots \\
= R(s_i, a_i) + \gamma [R(s_{i+1}, a_{i+1}) + \gamma R(s_{i+2}, a_{i+2}) + \cdots] \\
= R(s_i, a_i) + \gamma G_{i+1}
\]  

If \( \gamma \) is larger, it means that the expected reward is more important. The cumulative rewards that can be obtained for actions performed in different states by formula 1 are called value. The value must be constantly updated during the reinforcement learning training process to ensure that the decision-making meets the needs of any state in the environment. Table 1 is the general parameters of reinforcement learning and Figure 1 is the reinforcement learning process.

\[
V^\pi(s) = \mathbb{E}_\pi[G_i | s_i = s] = \mathbb{E}_\pi[R(s, a) + \gamma G_{i+1} | s_i = s]
\]

\[
= \sum_a \pi(a | s) \sum_{s'} \sum_{\gamma} p(s' | r, s, a) [r + \gamma \mathbb{E}_\pi[G_i | s_i = s']] \\
= \sum_a \pi(a | s) \sum_{s'} \sum_{\gamma} p(s' | r, s, a) [r + \gamma V^\pi(s')]
\]

\[
= \mathbb{E}_\pi[R(s, a) + \gamma V^\pi(s_i + 1) | s_i = s]
\]

The strategy \( \pi(a | s) \) represents the probability of taking a certain action \( a \) in the \( s \) state. The common strategies include greedy algorithm, softmax policy and so on. The value function of the action is also defined as follows.

Table 1. Parameters of Reinforcement Learning

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of State</td>
<td>The information that the agent obtains from the environment is called State, and all the states that may be encountered are called the state set, denoted as ( S ). The state is marked as ( s ), which refers to the state at a certain time or a certain number of iterations.</td>
</tr>
<tr>
<td>Set of Actions</td>
<td>All the actions that the agent can do are called action sets, and the agent will make decisions based on the state in the action set. The action set is marked as ( A ) and the action is marked as ( a ), which refers to the action at a certain moment or a certain number of steps.</td>
</tr>
<tr>
<td>Reward</td>
<td>The agent transfers to ( s_i + 1 ) the reward and punishment score obtained after taking an action in state ( s_i ). ( R(s_i, a) = R(a(s_i, s_i + 1)) )</td>
</tr>
<tr>
<td>Discount Factor</td>
<td>( \gamma ) is the variable used in estimating the overall reward and punishment score. ( \gamma \in (0, 1) )</td>
</tr>
</tbody>
</table>

Figure 1. Reinforcement Learning Process

According to Bellman Equation [12], it can be known that in the case of strategy \( \pi \), the state value function is \( V^\pi(s) \), as shown in formula 2.
Through formula 1 and formula 2, the value of each state and action can be calculated, and appropriate actions can be taken, usually to find the maximum value of the value function, called the optimal value function.

\[ V^*(s) = \max_a V^*(s, a) \]

\[ Q^*(s, a) = \max_a Q^*(s, a) \]

After substituting the greedy algorithm, it can be ignored that the state value of formula 1 is affected by the occurrence probability of the action, so that the occurrence probability of the action with the highest value is 1, and the rest are 0. Therefore, formula 3 can be calculated as follows.

\[ V^*(s) = \max_a \mathbb{E}[V^*(s, a)|s, a] \]

\[ Q^*(s, a) = \mathbb{E}[R(s, a) + \gamma V^*(s', s)|s, a, = a] \]

However, the greedy algorithm also has its shortcomings. It does not guarantee that it can find the global best solution. Therefore, in 1989, Christopher J. C. H. Watkins proposed \( \epsilon \)-greedy [13-14], based on the greedy algorithm and adding the concept of exploration, there is a certain probability that actions can be randomly generated. Because the probability depends on \( \epsilon \), in this case, as long as the number of training is enough, the global optimal solution can be found.

3 Collaborative Framework of Accelerating Reinforcement Learning Training with Supervised Learning

Due to the trend of edge computing in recent years, this research hopes to implement a framework for supervised learning and training of reinforcement learning models, and to conduct collaborative training with reinforcement learning models through network connections. With the general lack of efficiency in the terminal environment, it is impossible to immediately have a good performance at the beginning of the landing. The training method of reinforcement learning is based on the interaction between the agent and the environment. Therefore, it is necessary to calculate the reward and punishment scores to update the parameters through the interaction between the two when actually landing.

In this study, the method of pre-training with supervised learning is selected to train a model that can provide a basis for reward calculation for the reinforcement learning model. The reinforcement learning model can not only grow gradually on low-performance devices, but also operate normally in a large field, and it can also avoid the operating window period caused by the retraining of the supervised model. Therefore, the proposed framework is shown in Figure 2.

![Figure 2. Framework Architecture](image)

3.1 Supervised Learning Model on Cloud Server

The supervised learning model is calculated on the cloud device, and after pre-training, it serves as a source for providing the basis for the calculation of rewards and punishments for reinforcement learning. Before the data is sent to the model for training, it needs to undergo normalization pre-processing, the purpose of which is to make the range of pixel values fall within the range of 0~1. In the deep learning model, the backpropagation algorithm is usually used to calculate the error between the output layer and the hidden layer and update the weight. Therefore, the partial derivative of the calculation error with respect to the weight in the neuron is obtained through the chain lock rate. The method is as follows Formula 8.

\[ \frac{\partial E}{\partial w_{ji}} = \frac{\partial E}{\partial o_j} \frac{\partial o_j}{\partial net_j} \frac{\partial net_j}{\partial w_{ji}} \]
that only the model needs to approximate. It can be found in the network, and t is the target output, which is the result of the training. Therefore, if the input x is larger, the learning rate obtained by the backpropagation algorithm will be larger. And if the gradient is larger, the learning rate needs to be adjusted smaller, then when the x range is larger, the learning rate needs to be adjusted according to the range. In addition, the suitable learning rate for \( w \) is not necessarily suitable for \( w_j \), so when the value is normalized and narrowed the range, the learning rate does not have to be adjusted according to the size of the value range, and at the same time, it avoids the learning rate from not being able to be applied to each layer. The question of the weight of the neural network.

3.2 Reinforcement Learning Model on Terminal Device

The reinforcement learning model is applied to the terminal device, so the computing performance is low, and the default is no pre-training. Therefore, the value evaluation model and decision model with fewer layers are used in the configuration, and in principle, the goal is not to use the convolutional layer. In the value evaluation model, only a single-layer fully connected layer network is used to output values and predict the results.

Among the reinforcement learning models in this study, the similarity to the supervised learning model is that the data input model will first go through a value evaluation model. In this study, in order to save energy and energy costs, the convolutional layer is discarded. After the data is input, it is directly sent to the fully connected layer to predict the action value, and the data needs to be pre-processed before entering the overall model. Because the memory of the terminal device configuration in this study is relatively short, if the original size data is used for training, the system will crash. Therefore, after trying various size reductions, it is found that the data can be trained normally after the data is reduced by 0.5 times.

In the way of decision-making, this study chooses \( \epsilon \) greedy as the main decision-making method, and defines the value of \( \epsilon \) as follows.

\[
o_j = y, \text{ then } \frac{\partial E}{\partial o_j} \text{ can be easily calculated.}
\]

\[
\frac{\partial E}{\partial o_j} = \frac{\partial E}{\partial y} \frac{\partial}{\partial y} \frac{1}{2} (t - y)^2 = y - t \quad (9)
\]

Among them, \( y \) is the output result of the neural network, and \( t \) is the target output, which is the result that the model needs to approximate. It can be found in the network, and \( t \) is the target output, which is the result that the model needs to approximate. It can be found in the network. The difference from the general training task is that this research does not have a continuous relationship between each data in the data set, which means that they are independent of each other. When extracting data from the memory pool for model training, the original value function update method is as in formula 11.

\[
Q(s, a) \leftarrow Q(s, a) + \alpha \cdot [R(s, a) + \gamma \cdot \text{max}_a Q(s', a) - Q(s, a)] \quad (11)
\]

Among the parameters required by the Q-learning formula, one item represents the long-term rewards obtained in the future, and is multiplied by the decay coefficient \( \gamma \), which is \( \gamma \cdot \text{max}_a Q(s', a) \) in formula 11. \( \gamma \) is set to 0, which is wrong. Bellman’s equation is expanded and formula 12 is derived.

\[
Q(s, a) \leftarrow Q(s, a) + \alpha \cdot R(s, a) \quad (12)
\]

3.3 Redis Server for Collaborative Training

Redis Server provides data exchange services between reinforcement learning models and supervised learning models during collaborative training as shown in Figure 3. Therefore, during the training process, the environment will give the corresponding reward according to the action given by the agent. In this research, the initial definition of Reward Function is to compare the action made by the agent with the label of the data set, and Reward is provided based on the closeness of the two, the closer the two are, the larger the reward will be, and vice versa. After the model’s main architecture is changed to collaborative training, the tag data in the terminal device can be removed, freeing up a part of the hardware space, and the cloud device will give its predicted results through a network connection. In order to calculate the Reward, although such an architecture needs to rely on the quality of the network connection, it needs to be performed in a field with a good network status, but in this way we also solve the problem that all training data needs to be labeled. Reward can also be obtained for training when labeling data.
If the Reward Function is not well defined, good training results will not be obtained, but the prediction task in this study will not be able to define the Reward Function in this way. In terms of definition, it is hoped that the model can use approximation to gradually approach the maximum value of Reward. As long as the predicted target is closer to the prediction given by the supervised model, the higher the Reward is obtained. In the definition of Reward Function, this study defines it as formula 13.

\[
\text{Reward} = (-2)X | C - action | + 10 \quad (13)
\]

The variable C represents the predicted value returned by the supervised model, and the action represents the action taken by the reinforcement learning model to the environment.

In this study, the allowable predicted value and the accurate value have an error space of ±5. The predicted value in the error space can get positive feedback, and the larger the difference, the greater the negative feedback. The original design was to predict the hit to have a positive feedback, which is all 0, as shown in formula 14.

\[
\text{Reward} = \begin{cases} 
1 & \text{action} = 0 \\
0 & \text{else} 
\end{cases} \quad (14)
\]

However, it was later discovered that in tasks with more actions, such a reward function approaching a zero-sum game would make it difficult for the model to guess the target at the beginning, resulting in slower model convergence.

4 Experiment Results

There are two data sets used for the experiment. The first data set used in this study is Mall Dataset [15-18], and its data source is a shopping mall camera for crowd counting and analysis. Because the image size of Mall Dataset is large, its content composition is also more complicated, and the task goal is also a bit difficult. Therefore, this research also adds the Mnist handwriting recognition data set to the training task to observe the effect of the image size on the training. The extent of the impact. The Mnist data set is the second data set provided by Yann LeCun and others. It is often used as an introductory project for beginners of machine learning. It provides 55,000 training data and 5,000 verification data. The training materials provided are handwritten digital images ranging from 0 to 9, the image size is 28 × 28, and the label content is also the onehot encoding vector ranging from 0 to 9. Mnist is usually used for supervised learning model training, with classification as task orientation, softmax is usually used as the output layer, and the loss function is CrossEntropy. In this study, the same is changed to a non-classification task, the general fully connected layer is used to directly predict the number, and the MSE is used as the loss function.

The purpose of this experiment is because reinforcement learning has a stronger ability to adapt to the environment than supervised learning, but in the reinforcement learning model, it is necessary to get feedback from the environment. In practice, when setting up a model on a terminal device, you may encounter situations where feedback cannot be obtained. And because the terminal device usually does not have too good performance, it takes a longer time for the model to converge. Therefore, this research hopes to propose a system that assists the convergence of the reinforcement learning model with a supervised learning model to improve the above-mentioned possible problems.

4.1 Mall Dataset

According to formula 13, this experiment sets the upper limit of the reward of a single epoch to 5120 and the lower limit to -56320. When the value evaluation model uses a single-layer fully connected layer, it takes a total of 68:38:49, with an average of 123.56 seconds per epoch and 0.241 seconds per image to complete the analysis.

It can be observed in Figure 4 and Figure 5 that when the number of training reaches 2000 times, the model can converge to a Reward of nearly 400 points, but on the Loss trend graph, there are abnormally rising data in the later period, which is presumed to be over-fitting. The situation arises. In the collaborative training architecture, theoretically the convergence speed will be roughly the same. The only different variable is that the State in the reinforcement learning model, which is the analyzed image, must be sent to the cloud server and wait for the prediction answer to be returned. It will take longer than the first experiment. In Figure 6 and Figure 7, it can be found that the abnormal rise of Loss in the later stage only occurs when the value evaluation model of a single-layer fully connected layer is used for training. It is speculated that the neural network can have sufficient parameters to adjust to avoid over-fitting when the neural network is deep. The situation happened. Different from the expected result, it was not expected that it would take such a long time to transmit the complete picture to the cloud in the collaborative training, so it would take a long time.
In the case of the value evaluation model using multi-layer convolutional neural network layers, it took a total of 98:51:36. On average, each epoch took 177.95 seconds, and each picture took 0.347 seconds to complete the analysis.

4.2 Mnist Dataset

According to formula 14, this experiment sets the upper limit of the reward of a single epoch to 512 and the lower limit to -512. When the value evaluation model uses a single-layer fully connected layer, it takes a total of 4:22:31, with an average of 7.88 seconds per epoch, and 0.015 seconds per picture to complete the analysis.

From Figure 8 and Figure 9, it can be seen that the reward obtained by the model as a whole is gradually increasing, which means that the model can converge, but when the number of training times reaches 2000, the converged score has not yet reached a positive number, which represents this simple The neural network architecture is indeed slow in convergence speed. In Figure 10 and Figure 11, the training time is much longer than other experiments. The growth trend of Reward is roughly the same, but the training time is nearly 4 times that of it. This is because every graph in the Mall Dataset is (640, 480), even if we resize it to (320, 240), it is still not a small size, so it takes a lot of time to transmit on the network. But this is from the point of view of the complete training process. If you look at a single sheet, it only takes 0.858 seconds for each analysis. Therefore, in general, it should be enough to load in practice.

In the case of the value evaluation model using a single-layer fully connected layer and co-training, it takes a total of 6:34:02, an average of 11.82 seconds per epoch, and 0.023 seconds per picture to complete the analysis.

5 Conclusion

This research proposes a method of collaborative training with a supervised learning model assisted by a reinforcement learning model, and refers to the concept of edge computing to design different performance scenarios for training. According to the results of
The contributions of this research can be sorted into the following points.

1. Solve the problem of the actual implementation of the reinforcement learning model when there is no feedback. The prediction result of the supervised model is used as the basis for the Reward calculation required by the reinforcement learning model to solve the problem that the reinforcement learning model cannot update the parameters when it is difficult to obtain feedback.

2. Improve the problem that the terminal device cannot converge and perfect when the performance is low. Because the performance of the terminal device usually does not have very good performance, if the supervised learning model is used, it takes a long time to converge. The supervised learning model cannot continue to make predictions during training, which will cause the system to stall. This research uses a reinforcement learning model and a supervised learning model for collaborative training, so that the reinforcement learning model can gradually converge to the parameters of the supervised learning, and the system can continue to operate, making the model converge completely.

3. Solve the problem that the system needs to shut down when the model updates its parameters. When the environment changes, the supervised learning model will usually be disabled. Although retraining can use some parameters of the old model for transfer learning, the system still needs to be shut down. The reinforcement learning model can continuously output results. In the collaborative training, when the supervised learning model is retraining or updating parameters, the method of returning pseudo feedback can be used to make the reinforcement learning model free from the suspension problem of model parameter update.
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