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#### Abstract

This paper proposes an image uploading system for vehicle safety monitoring applications based on mobile edge computing technologies. In this system, numerous camera nodes are placed within vehicles to collect vehicle journey data, and when emergency events such as accidents are detected, a camera with a view in the direction of the accident can upload more data than those in other directions. In addition, other vehicles within the area of the accident will also upload image data about the event, meaning that a greater amount of useful data on the accident will be collected for analysis and assistance to drivers. We propose to use mobile edge computing because of its many advantages, such as fast service response, low end-to-end delay and suitability for large data storage systems. We also propose solutions to minimize the uploading of redundant, repetitive and similar image data, a problem that has been encountered in previous systems. The results of both experiments and simulations showed that our system achieves better performance than those proposed in related studies.
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## 1 Introduction

Traffic accidents occur at a high rate, and there is a lack of effective systems to store evidence of these accidents and to provide assistance for timely treatment for the victims. Motivated by this idea, we propose an image uploading system for vehicle safety monitoring applications. In traditional vehicular networks, data recorded during driving are normally stored in the memory card of the driving recorder. However, storing data in memory card has several disadvantages: First, the memory card of the driving recorder has the limits in storage capacity when the driving journey is longer than expected. Recorded data are often replaced by data recorded later, resulting in incomplete preservation of driving data and even worse, the failure to restore the car accident scene; second, the use of
offline data storage makes users more passive in detecting possible risks during driving and factors that affect their driving safety. At present, the solution to the above-mentioned problems is to increase the memory capacity in the driving recorder and the mandatory storage combined with non-deletable mechanisms after detecting abnormal signals from moving vehicles so that the driver can be secure in retaining the evidence for accidents. However, this mechanism only solves part of the problem, but it still cannot solve the problem of offline data storage. It will make it hard for drivers to adopt driving data to protect themselves when accidents occur. Thanks to the development of Internet of Things technologies, driving data now can not only be stored on memory cards, but it can also be stored on servers for backing up driving data for later use. In large systems, mobile edge computing technology is now often used to replace traditional servers for the storage and deployment of services, due to its various advantages such as low end-to-end delay, fast response times, security and flexibility. To upload the driving information in real time directly to a server through internet connection, there are many solutions including satellite communication systems, mobile communication systems ( $3 \mathrm{G} / 4 \mathrm{G}$ ), vehicle communication networks, Vehicle-to-Base Station communications [1-5]. Once uploaded, the data will be analyzed and classified to at user's service so that users can access to these data anytime and anywhere they want via their smart devices [6-8]. This online solution makes the access of driving data easier and more to users. Uploading driving data to servers is crucial. However, vehicles move constantly, so their channel conditions, that is, the available bandwidth also changes over time. Therefore, transmitting data in good quality and in real time to cloud servers confront challenges.

This paper proposes a vehicle image uploading system with cameras installed around the vehicle. These cameras will collect continuous images along the driving route and will upload these images to a mobile edge computing layer via 4 G mobile networks.

[^0]A base station is constructed as the edge node in the mobile edge network. This is feasible with a softwaredefined networking solution. Vehicles will upload and retrieve driving journey data within range of these edge nodes. In addition, an important issue in an image uploading system is to find effective solutions to minimize the uploading of redundant, repetitive and similar image data, an issue that has been identified in previous systems [9-10]. The image uploading systems in the vehicle network also often encounter the problem that the bandwidth of the transmission channel is constantly changing. In this study, we therefore focus on analyzing the relationship between the available channel bandwidth, the vehicle speed and the shooting rate of the camera nodes. A further important factor affecting safety driving is danger signals, which means signals that will be triggered while making turns. In a situation such as this, the device captures more images on this side than on the other sides. We also describe the selection of parameters and a method that can predict the available channel bandwidth to adjust the number of images taken by each camera to provide a high quality of service and to ensure the performance of the driving safety awareness information system. This study considered that the memory is limited in capacity that it can only memorize part of moving process and might not be sufficient for preserving evidence. When there are major accidents, cars and driving recorders might both be severely damaged, this system can still obtain all related information from cloud server.

The remainder of this paper is organized as follows: Section 2 presents some related works. Section 3 describes the architecture and components of the proposed system. Section 4 presents our adaptive control algorithms. Section 5 provides analysis of the system and its performance parameters. Section VI reports the experimental results of the system and presents a comparison of the proposed system with other related systems. The final section offers our conclusions.

## 2 Related Works

In view of the development of mobile communication networks and the increase in speed and bandwidth of mobile network, there are a variety of papers researching on proposing using mobile communication network to exchange data on driving safety awareness information system. However, when there are too many users share the mobile communication network at the same time, the available bandwidth allocated for each user will be limited. That is, each user's throughput will decrease as the number of users increase. The more users use the mobile communications network at the same time, the more end-to-end delay will occur for users to transmit data [11]. In addition, we also evaluate the impact of speed
of moving vehicles on end-to-end delay of the user's data transmission. The experimental results show that the user's throughput is reduced by only the number of users. Since the number of mobile communication network users is not a controllable factor, avoiding unnecessary data uploading will be crucial. Therefore, we explore the development of adaptive methods for uploading driving data to reduce the waste of the network available bandwidth.

The most typical application of transmission of driving data over mobile communication networks is uploading driving data to cloud servers. The authors in [12] proposed to dynamically adjust images uploaded to cloud servers according to the vehicle movement speed. Its main contribution is that it proposed the minimum number of images required for building the streetscape when vehicles move. It refers to vehicle speed to determine single image shot and adaptively control the number of uploaded images via image overlay technology. To restore continuous streetscape images, the adaptive image uploading is adjusted according to vehicle speed to obtain the minimum number of images required for restoring the continuous streetscape image. If the vehicle moves slowly or remains still, the image of the same block will be overphotographed and the device will store a large number of repetitive images. On the contrary, if the vehicle moves at a high speed, it will cause continuous overlaying of images, that is, continuous gaps between the moving streetscape images. In view of the fact that the available bandwidth of the mobile communication network is insufficient, even when the number of images to be uploaded is controlled in accordance with the vehicle speed, it is urgent to propose a mechanism which can adjust the quality of uploaded images adapting to the moving of vehicles.

Previous studies [9-10] proposed that a dynamic adjustment mechanism on the number of uploaded images and the quality of uploaded videos according to vehicle speed and available bandwidth. Today, driving safety sensing components such as video cameras and radar devices have gradually become the standard equipment for automobiles. Authors in [13] proposed neural-like algorithms to implement a real-time detection of surrounding vehicles and judgment of relative distances. As shown in related work [14], multi-image stitching is used to form vehicle peripheral images for drivers. Authors in [15] proposed a method to analyze the vibration information through the builtin triaxial sensing element of the smart handheld device. Check the degree of jolt of the road when the vehicle is driving. Therefore, this paper discusses information such as vehicle speed, network available bandwidth and driving safety perception to optimize the adaptability and dynamically adjust the number and quality of the images before uploading them to cloud server.

## 3 The Proposed System

Figure 1 shows the architecture of our proposed system, including cloud server, cam node, and information system. The simulated on-board information system is mainly utilized to simulate the danger signal perception on the vehicle. Since the vehicle used in this study does not contain equipment that can obtain driving safety awareness information, it is possible to simulate the condition of the vehicle by the simulator. We also simulate the on-board system and real-time switching of the vehicle condition through road test to achieve the same effect as directly obtained danger signals from the on-board system. The cloud server primarily receives driving data from cam nodes and stores these data. The data are uploaded via 4G networks and history information of the data images are managed by cloud database management. Users can access to this data through RESTful Web services. The cam node is mainly composed of a Raspberry Pi and a webcam. Raspberry Pi and the webcam can implement a network to receive on-board signals and capture streetscapes at the same time.


Figure 1. System architecture

### 3.1 Cloud Server

The cloud server uses Ubuntu Linux as an operating system to construct the full cloud-based driving safety awareness information system. The mobile edge computing server is divided into three parts. The first is the cloud database, which uses MySQL as the database system, while the library management system uses the cloud API to upload and organize vehicle information. In addition, it also provides logs with the amount of images successfully uploaded of received data for Cam Node to use. The second part is the cloud file system, which uses a server-side file management system to classify image files. The third is the cloud platform, which is mainly composed of three technologies: (i) a web server called Tomcat that provides Java Server Page and Servlet support, and includes a management and control platform to manage projects safely; (ii) HTML/JS, which is used to construct the entire cloud webpage platform, and which provides a web UI
interface to search for and browse vehicle information uploaded in the past; (iii) a socket server, which is used to control the network connection of the camera node, and to provide a window for simulating the on-board information system and for uploading traffic information and images from the camera node. Drivers can access the cloud server database to view their driving data or other statistical analysis data.

### 3.2 Cam Node

It's a Raspberry Pi 3 hardware module running Ubuntu Linux operating system. Raspberry Pi is a very popular hardware control module suitable for today's Internet of Things applications. The Raspberry Pi 3 contains its own network Bluetooth communication module and a small easy-to-carry rack mounted on the vehicle. In the deployment of the system, we used six Raspberry Pi modules as network nodes, and each is connected to a camera webcam to control the process of images collecting along the driving route as well as transfer images to the Fog server. The cam node is further divided into three parts. The first part is the image acquisition. Images taken from the webcam are processed through OpenCV image pre-processing, and then the second part is used to classify and store the images taken by the camera. The third part is a Socket Client writing in Python programming language. This client is responsible for exchanging data with the cloud server through the 4G mobile network and the TCP/IP communications protocol.

### 3.3 Driving Safety Awareness Information System

In order to implement the driving safety awareness information system and strengthen retention of driving data in cloud server, this study uses Android smart devices as repeater devices. In addition to providing global satellite positioning information, the cloud storage platform can record the movement trajectory. Vehicle speed is estimated via GPS signals. Events of vehicle making turns are also indicators. When there are emergencies, the camera on that side will be told to increase the shooting rate and the quality of captured images than cameras on other sides. This helps drivers to spot and handle risks earlier.

## 4 Adaptive Control and Algorithms

### 4.1 Adaptive Parameters

In fact, the process of uploading driving data in mobile network is affected by the number of users in the same base station. This is an important issue. To ensure the quality of the recovery image on the database server, we proposed methods to automatically adjust the number of uploaded images according to network available bandwidth. Our proposal optimized
the number of uploaded images and quality parameters by using three factors including vehicle movement speed, driving safety awareness and network available bandwidth.

### 4.1.1 Vehicle Speed

The driving data is stored and used to recover the accident scenes. In order to complete continuous image streaming on moving vehicles, the minimum number of shots required per second of cameras installed on vehicles must be automatically adjusted according to current vehicle speed. In our study, for a vehicle moving at a speed of 90 kilometers per hour, that is 25 meters per second, if the shooting distance from the camera to the road surface was 3 m , it requires a shooting rate of at least 9 images per second to ensure continuous streaming of images. Complete driving data can thus be achieved. If the vehicle speed is less than 30 kilometers per hour and its moving path per second is about 9 m , only 3 images per second are needed to achieve complete image retention. If the shooting rate exceeds three images per second at speed of $30 \mathrm{~km} / \mathrm{h}$, it will cause the cloud server to store a large number of repetitive images. The relationship between the minimum numbers of shots required for different vehicle movement speeds is shown in Table 1. In our system, six cameras are placed around the vehicle to collect images that cover the entire space surrounding vehicle. Therefore, in order to preserve the driving data of car accident, six shots are required to be installed on
the vehicle.
Table 1. Relationship between the minimum numbers of shots required for various vehicle speeds (Taking 3m Shooting Range as Example)

| Car Speed | Minimum number <br> of shots per <br> second | Total of shots per <br> second <br> (distance $=3 \mathrm{~m}$ ) |
| :---: | :---: | :---: |
| $<30 \mathrm{~km} / \mathrm{h}$ | $<8.33 \mathrm{~m}$ | 3 |
| $30 \mathrm{~km} / \mathrm{h}$ | 8.33 m | 3 |
| $45 \mathrm{~km} / \mathrm{h}$ | 12.5 m | 5 |
| $60 \mathrm{~km} / \mathrm{h}$ | 16.66 m | 6 |
| $75 \mathrm{~km} / \mathrm{h}$ | 20.83 m | 7 |
| $90 \mathrm{~km} / \mathrm{h}$ | 25 m | 9 |

In addition to increasing the quality of shooting images, we can increase the resolution and shooting ranges of images to preserve better driving data as the evidence of car accidents. In Table 1, the images are captured at distance of 3 m and image quality of 240 p . If we use quality image of 480 p, we will achieve a wider image that covers the street. The relationship between the minimum numbers of required shooting images for different image quality is shown in Table 2. As the image quality is higher, the network traffic for uploading videos will also increase, and a set of considerations must be devised to optimize the threeparameter algorithm of vehicle movement speed, driving safety perception and network available bandwidth.

Table 2. Relationship between the minimum numbers of shots required at various vehicle speeds and various shooting ranges

| Car Speed |  | Minimum number of shots <br> per second <br> $($ distance $=3 \mathrm{~m})$ | Minimum number of shots <br> per second <br> $($ distance $=3.5 \mathrm{~m})$ | Minimum number of shots <br> per second <br> $($ distance $=4<\mathrm{m})$ |
| :---: | :---: | :---: | :---: | :---: |
| $<30 \mathrm{~km} / \mathrm{h}$ | $<8.33 \mathrm{~m}$ | $3(240 \mathrm{p})$ | $3(480 \mathrm{p})$ | $3(720 \mathrm{p})$ |
| $30 \mathrm{~km} / \mathrm{h}$ | 8.33 m | $3(240 \mathrm{p})$ | $3(480 \mathrm{p})$ | $3(720 \mathrm{p})$ |
| $45 \mathrm{~km} / \mathrm{h}$ | 12.5 m | $5(240 \mathrm{p})$ | $4(480 \mathrm{p})$ | $4(720 \mathrm{p})$ |
| $60 \mathrm{~km} / \mathrm{h}$ | 16.66 m | $6(240 \mathrm{p})$ | $5(480 \mathrm{p})$ | $5(720 \mathrm{p})$ |
| $75 \mathrm{~km} / \mathrm{h}$ | 20.83 m | $7(240 \mathrm{p})$ | $6(480 \mathrm{p})$ | $6(720 \mathrm{p})$ |
| $90 \mathrm{~km} / \mathrm{h}$ | 25 m | $9(240 \mathrm{p})$ | $8(480 \mathrm{p})$ | $7(720 \mathrm{p})$ |
| $>90 \mathrm{~km} / \mathrm{h}$ | $>25 \mathrm{~m}$ | $10(240 \mathrm{p})$ | $9(480 \mathrm{p})$ | $8(720 \mathrm{p})$ |

### 4.1.2 Driving Safety Awareness Information System

When the driver needs to turn left or right while driving on the road, he will give a left-right turning signal to remind the nearby moving vehicles. In this situation, left- and right-rear sides belong to dangerous sides. Therefore, in order to have images which are continuous of good quality in dangers sides, it is very important to increase the number and quality of uploaded images in these areas where danger may more easily to occur. This dangerous area is depicted in Figure 2. At present, many safety driving systems have been developed and commercialized, for example,
lane departure warning systems, rear-end collision warning systems and traffic flow information system. The above-mentioned driving safety awareness information is for specific side of the driver's vehicle. Due to the possibility of danger occurrence, the number and the quality of uploaded images from specific sides need to be dynamically adjusted in order to preserve this driving data for later evidence. The design concept of danger signals is it exchanges information from OBD-II message from its own car or Internet of Vehicle. This study takes simulation signals to verify the applicability of the technology and tests experimental data.


Figure 2. Illustrate danger areas when the driver turns left

### 4.1.3 Available Bandwidth

The channel's available bandwidth is always changing as the vehicle passes through different areas of the mobile network. In view of the fact that the number of users in mobile communication network is not controllable, and the available bandwidth of the network changes over time, problems emerge will be how to match the number and required quality of uploaded images at the above-mentioned vehicle speed and how to gain driving danger perception. The bandwidth is dynamically adjusted and utilized in realtime to avoid unnecessary repetitive data transmission to occupy network available bandwidth.

### 4.1.4 Predict the Available Bandwidth

The proposed image uploading mechanism adopts TCP protocol which uses sliding window method to control traffic and congestion. Available Bandwidth Estimation utilizes sending end with uploaded images in specific unit of time (for example per second). Because TCP protocol has resending mechanism to ensure image reception in receiving end, it can estimate available bandwidth through correctly received uploaded images in specific unit of time in sending end. Available Bandwidth Estimation in this study is based on TCP protocol because it has been widely applied in mobile network. In our study, we aim at achieving the best image quality for safety driving applications. We propose an algorithm that can adjust the number of images sent to the server to be greater than or equal to available bandwidth of the channel. This algorithm will adjust the number of uploaded images to help the system accommodate the change in bandwidth. Our algorithm was described in Figure 3. For example, in initial process, each camera uploads one image to the cloud server, so there will be six images uploaded in first transmission. On the cloud server (receiver), when all six images are successfully transmitted in the first transmission, the system will attempt to transmit a larger number of images in the next transmission. The server will send back the transmission log including
the number of images (1) successfully uploaded to cam nodes in order to predict and adjust both shooting rate and bandwidth level. Therefore, in the second transmission, the total number of images sent to the server will be 12 images. Assume in the second transmission, only 11 images are successfully received in the first attempt, the available bandwidth of the transmission channel is not enough compared to the amount of data uploaded. The server will still send back the transmission log. However, because this difference is not significant, (2) the cam node will maintain the same both shooting rate and bandwidth level as previous transmission. In third transmission, assume all 12 images are successfully uploaded at the first try, the server will send back the transmission log (3) to cam nodes, and then the cam nodes will increase both their shooting rate and bandwidth level. Therefore, the total number of images uploaded in the next transmission will be 18 and our algorithm will repeat this cycle for the following transmission.


Figure 3. Adjust the number of uploaded images with available bandwidth

### 4.2 Flow Chart and Adaptive Control Algorithms

Figure 4 is a systematic flowchart of the proposed method. In the beginning, the system checks the connection between cam nodes. Once successfully connected to nodes, the cam nodes begin to collect data and transmit the data to the cloud server. When receiving data from cloud server, cam nodes will begin to predict bandwidth and provide adaptive control. The prediction of available bandwidth and provided adaptive control are based on method described above. Here we further take danger signals into consideration. The system will check whether the data from the vehicle contain danger signals. When not detecting danger signals, cam nodes will adaptively control the data by the algorithm described above and determine the number of images collected at each camera by included factors such as vehicle speed and image quality. When detecting danger signals, cam nodes will proceed to adaptive control with the driving safety awareness information system. This means that there will be a cam node on the side with danger signals receiving messages to gain shooting rate (larger than cams on other sides). The gained shooting rate will vary with current vehicle speed, and it will be presented in detail in the following sections. The
comparisons between the proposed method and related work are shown below.


Figure 4. Algorithm flowchart

### 4.2.1 Vehicle Moves at Speed of 30 Kilometers Per Hour without Driving Safety Awareness Information

The selection of parameters is shown in Table 3. Assume that a vehicle is moving at $30 \mathrm{~km} / \mathrm{h}$ and the available network bandwidth is 3.6 Mbps . The data size under image quality of 240 p, 480 p and 720 p images is $36 \mathrm{kB}, 120 \mathrm{kB}$ and 360 kB , respectively. The selection of number of shots parameters corresponding to this speed is 3 .

Table 3. Environmental assumptions

|  | Number of shots | Picture Quality |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | 240 p | 480 p | 720 p |
| Bandwidth: 3.6 <br> Mbps | 3 | 108 kB | 360 kB | 1080 kB |
| $\underset{\mathrm{kB}}{240 \mathrm{p} \text { image: } 36}$ | 5 | 180 kB | 600 kB | 1800 kB |
| $\begin{gathered} \text { 480p image: } 120 \\ \mathrm{kB} \end{gathered}$ | 6 | 216 kB | 720 kB | 2160 kB |
| $\underset{\mathrm{kB}}{720 \mathrm{p} \text { image: } 360}$ | 7 | 252 kB | 840 kB | 2520 kB |
|  | 8 | 288 kB | 960 kB | 2880 kB |
| Danger signal condition | 9 | 324 kB | 1080 kB | 3240 kB |
| requires the shotting rate at least 15 | 10 | 360 kB | 1200 kB |  |
| images/second | 15 | 540 kB | 1800 kB |  |
|  | 20 | 720 kB | 2400 kB |  |
|  | 25 | 900 kB | 3000 kB |  |
|  | 30 | 1080 kB |  |  |

### 4.2.2 Vehicles Moves at a Speed of 30 Kilometers Per Hour with Driving Safety Awareness Information

In this section, we examined the operation of adaptive control algorithm in the presence of driving safety awareness information. The minimum number of shots required in the case of driving safety awareness is at least 15 . This requirement is only for one cam node, which in the direction of the warning signal occurs. Because available bandwidth of the network is 3.6 Mbps , selecting cases in 15 shots is the optimal solution. For good image quality, the image quality of selected by the system will be 480p.

### 4.2.3 Vehicles Moves at a Speed of 60 Kilometers Per Hour with Driving Safety Awareness Information

If the speed of the vehicle is increased to 60 kilometers per hour, and there are two cam nodes to capture images and upload them to the server. One cam node needs to increase the number and the quality of uploaded images as driving safety awareness information when the vehicle moves. The other cam node will select parameters depending on the cam node in the direction of the danger signal and the available channel bandwidth. Finally, the final result needs to be determined based on the available bandwidth of the network at 3.6 Mbps . Therefore, the final optimization of adaptive control the number and the quality of uploaded images will be selected as six 480p images in size of 720 kB and 15480 p images in size of 1800 kB .

## 5 Implementation and Experimental Results

### 5.1 Data Upload Module

While the system is in operation, the Data Upload Module will continuously mount to the server waiting for connecting to socket client. Once the module attempts to connect to sever, it will first request user identification from socket client. After the verification is passed, the module will wait for a JSON type data packet in order to know content of the following packets is driving images or information before next packet is sent. Content in socket client package is designed as JSON type for transmission except for the driving images socket. Driving images will be transformed into image file from byte type and saved in fog sever after the server receives them. By getting Cam Node information from cam node key, the data upload module is capable to identify and save the entire driving information from on-board system. After the packets are broken, the driving information will be sent to Database Management System for further usage. The system is responsible to deal with the needs from different module to database. The Data Upload Module
mainly requests for user identification from on-board information system and saves the uploaded data into database. The other request is in charge of Bandwidth recording and reading. The bandwidth will be saved into database while the server receives data, and the data will be send back to on-board information system for prediction of next bandwidth.

### 5.2 On-Board Information System

The on-board information system is divided in two parts. Part one is Cam Node with socket client interface and function of taking frames written in Python and running on Raspberry Pi is one, and part two is the Simulated On-Board Information System written in Java and running on the following version of Android 5.0 in order to deal with the circumstance when driving information is unreachable on some kinds of vehicles. Simulated on-board information system transmits driving information data to cam nodes through sockets, and thus cam nodes are able to control the number of photos should be taken per second in current driving condition and packet data for uploading. When the system boots, it continuously takes frame
and control the number of frames to be taken. Figure 5 is the flowchart of on-board information system. At first, the system will garb the vehicle speed and danger signals from the simulated on-board information system via GPS module and the button implemented on it. As these two driving information is sent to cam nodes, the system will proceed to check if there are temporary driving images and information inside the local MySQL database. Then, it will check the connection status between socket servers. The driving data will be temporarily stored in the local MySQL database if the system fails to connect to the server, and these data will be uploaded to the server once the system reconnects to the server and be deleted from the local MySQL database. If the connection between system and server is normal, the system will check the records of successfully uploaded images downloaded from the server, and then use the history records to predict and adjust how many frames is adequate to be sent currently. Finally, the predicted results will be sent to Cam Node for adaptively controlling the number of images to upload.


Figure 5. On-board information system flowchart

### 5.3 Adaptive Calculate Module

Figure 6 is the flowchart of Adaptive Calculate Module. As shown in the figure, when the module is initialized, the module will grab the vehicle speed, danger signals and the condition of local temporary data at first and obtain data from Bandwidth Prediction Module to proceed adaptive calculation. Because of the data from Bandwidth Prediction Module includes the prediction results of available bandwidth and the information used for prediction from Cam Nodes, it is necessary to provide parameters which control the
amount of frames under conditions of various vehicle speed, danger signals and local status while adaptive control parameters are initialized. When there are danger signals detected in any cam nodes, adaptive control parameters will be set to 10 frames per second which meets the maximum needs. On the contrary, adaptive control parameters of those cam nodes without containing any danger signals will be set by the calculation result of three parameters (available bandwidth, danger signals and vehicle speed) grabbed from the initiation process. And these adaptive control parameters are calculated during estimate adaptive
control process. After the procedure of adaptive control is initialized and after it estimates adaptive control parameters, it will then check whether the summary of adaptive control parameters of all cam nodes exceed the predicted value from Bandwidth Prediction Module. When the summary of adaptive control parameters of all cam nodes is lower than the predicted bandwidth, these parameters will be sent to On-Board Information System for adaptive uploading and pictures taking control. On the contrary, when the summary of adaptive control parameters of all cam nodes is higher than the predicted bandwidth, the module will decrease the number of pictures taken by cam nodes without containing danger signals so that those containing danger signals can preserve more pictures and upload to the database.


Figure 6. Adaptive calculate module flowchart
If adaptive control parameters of the cam nodes without danger signals are already decreased to 3 frames per second, the module will start to adjust adaptive control parameters of the cam node with danger signals.

### 5.4 Bandwidth Prediction Module

Figure 7 is the flowchart of bandwidth prediction module. In the beginning, the module will garb the number of cam nodes from Data Upload Module, transmission logs from server and the bandwidth level of the last transmission saved in local database in order to estimate bandwidth next time. The predicted bandwidth in our proposed method is the quotient of the amount of cam node and bandwidth level. If the last prediction result is same as the transmission log, the module will adjust the level higher for the following transmission, and vice versa. The predicted results provide Adaptive Calculate Module for further usage.


Figure 7. Bandwidth prediction module flowchart

### 5.5 Experimental Environment

The experimental environment chosen in this study is a route from Feng Chia University to National United University Ba Jia Campus as the left figure in Figure 9 involving 48.1 kilometers in one trip. The experiments were conducted for 6 times on the same route containing highway and general road taken 2 hours for each experiment. The smart mobile device used in the experiment is Sony Xperia Z5 which provides Wi-Fi connection for cam nodes to transmit data and was taken as the simulated on-board information system. There were six cam nodes and each of them were composed of a raspberry pi 3 model B and Logitech C920R webcam implemented on the roof of vehicle. Every cam node took pictures of 60 degrees in order to achieve round view recording as shown in the right figure in Figure 8.


Figure 8. Testing route (From Feng-Chia University to National Untied University Ba-Jia Campus) and schematic diagram of cam node implementation

### 5.6 Dynamically Adjusts the Number and Quality of Uploaded Images Based on the Proposed Methods

The number of uploaded images is dynamically adjusted to adapt to vehicle speed. In this implementation, we use cam nodes and placed on six corners of the vehicle to capture images. We then proceeded to compare the proposed method with other related methods under the same deployment scenario. In Figure 9, we compared the proposed adaptive method with Tsai's method [10] which without considering driving safety awareness information system. The values of vehicle speed curve are shown in right vertical axis, while values on curves of the proposed method and Tsai method are shown in left vertical axis. Our proposed algorithm has less uploaded image than Tsai's method under the same conditions.

According to Figure 9 (a), the system will make sure to upload the minimal images when vehicle speed is low even it stops. As Figure 9 (b) shows, the amount of the uploaded images changes with current vehicle speed. The actual tested speed is shown in grey curve (coordinate value on the right side). And the jitter of the chart is caused by unstable bandwidth of mobile network. The bandwidth usage of our proposed method decrease by approximately $20 \%$ compared to Tsai's. Due to the prediction of available network bandwidth in Tsai's method takes average of the summary value in previous 5 seconds, the accuracy of bandwidth prediction is not high under the circumstance in which the available network bandwidth varies in a wide range. This shows that our method is the most efficient method to save bandwidth yet maintain the same quality of service comparing with other related methods.


Figure 9. Comparison the total uploaded image/s between Tsai's method and the proposed method

In Figure 10, we evaluated the proposed method on driving safety awareness information system. The values of vehicle speed curve are shown in right vertical axis, while values on curves of the proposed method and Tsai method are shown in left vertical axis. We conducted a comparison of the proposed method with methods in related studies at high risk driving condition such as making turns. The proposed method not only adjusts the amount of uploaded frames adaptively by vehicle speed on the basis of Table 1 but also increases amount of the uploaded images in order to preserve more detailed driving images while detecting danger signals. However, Tsai's method can only adjust the number of uploaded frames by vehicle speed. As a result, the proposed method is more capable to conserve significant driving images. There are some situations such as driving through the tunnel or some area with poor signal which make the network unreachable. In the proposed method, there is a resending mechanism to deal with this situation. The
system is able to save images temporarily in the Raspberry Pi while the internet connection is not available. It then will resend the temporary data to Fog server as the system reconnects to the internet. In Figure 11, it shows the operation of resending mechanism in the proposed method. The values of vehicle speed curve are shown in right vertical axis, while values on curves of uploaded amounts and local temporary file are shown in left vertical axis. In the boxed area, the chart of temporary file rises while the internet connection is unreachable and vice versa. In order to verify the dynamically adjusted shooting and uploading in dangerous circumstance in the proposed method, a road test was conducted. It is obvious that the cam node image of boxed area is clearer than others in the figure below. To verify the proposed method, making turns will be considered as dangerous condition by our algorithm. As shown in Figure 12, only cam in the red marked place uploads more pictures when the vehicle turns right.


Figure 10. Comparison between Tsai's method and the proposed method in driving safety awereness information system


Figure 11. Resending mechanism in the proposed method


Figure 12. Road test results of the proposed method

## 6 Conclusion

This paper proposes an adaptive image uploading control system for vehicle safety driving monitoring applications based on mobile edge computing technologies. In this study, we propose an architecture for an image uploading system based on mobile edge computing technologies. Our system achieves high efficiency, with low end-to-end latency and fast response. Our study also evaluates parameters such as the vehicle speed, danger alert signals and available bandwidth of network. We then use these parameters to
adjust the number of images taken per second, and then automatically controls the quality and amounts of image uploaded. We also calculate the minimum number of images required to restore continuous driving scenes based on the speed of the vehicle. We explore the relationship between factors affecting data transmission to the server, and this helps our system to provide better service to road users driving than other related studies, especially in dangerous situations. When combined with a driving safety awareness information system, our system can offer the most complete and timely information to drivers in emergency situations. It is hoped to propose solutions
for the current complex mobile networks in our future works.
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