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Abstract 

With the development of intelligent transportation 

systems (ITSs), traffic sign detection and recognition 

methods play a vital role in unmanned vehicle driving 

(UVD) and traffic flow forecasting. However, due to the 

real-time and reliability features in traffic systems, each 

traffic sign should be handled in a specified interval to 

ensure the accuracy of the detection and recognition 

results. To this point, images captured by the vehicle’s 

image sensors recognize traffic signs on the road to help 

drivers correctly operate their vehicles and even drive 

themselves. In this research area, the first step is to locate 

the area of traffic signs as the detection range, and the 

second step is to recognize the types of traffic signs 

detected. This paper presents a survey of the research 

results of scholars over the years, analyses the research 

results and presents the findings in summarized 

categories. Then, the prospects of future research 

regarding intelligent system implementations for traffic 

sign detection and recognition are elaborated. We hope 

this summary will lead to a boom in more original 

research on our smart city. 

Keywords: Traffic sign, Object detection, Image 

recognition, Intelligent transportation system 

1 Introduction 

Vehicles play an important role in our society, 

providing a convenience for our trips, improving our 

living standard and changing our perspective. However, 

with the development of the automobile industry, the 

increasing number of vehicles has led to the frequent 

occurrence of traffic accidents, causing heavy 

casualties and tremendous property losses. To 

overcome this problem, intelligent transportation 

systems (ITSs) have emerged as the times have 

required. ITSs can effectively use the latest 

information and communication technology to 

integrate cars, people and roads into a unified system. 

In addition to supporting safe driving, preventing 

accidents and effectively alleviating congestion, ITSs 

are also helpful to realize automatic driving, improve 

material transport efficiency, reduce exhaust emissions 

and improve the environment along the road. 

One of the main functions of ITSs is to work as an 

auxiliary pilot or replace the driver; this function is 

referred to as UVD. The UVD system can sense the 

road environment through the vehicle-mounted sensing 

system, automatically plan the driving route and 

control the vehicle to reach the predetermined 

destination. It has such functions as path planning, 

obstacle avoidance, navigation and traffic signal 

monitoring. A traffic sign detection and recognition 

module is a part of a UVD system [1-6]. As public 

infrastructure, traffic signs are designed to provide 

critical road information to drivers. If the driver or 

driving system does not detect or recognize traffic 

signs in time, then accidents may occur. Thus, the 

challenging task of traffic sign detection and 

recognition systems should be correct and reliable 

within a limited time. 

In this area, there are many difficult problems that 

still need to be solved and improved. To the best of our 

knowledge, the following catalogues are listed as key 

points. 

‧ Changes in lighting conditions. The intensity of the 

light is related not only to the season and the time of 

day but also to the weather. The illumination 

conditions of day and night, sunny days and rainy 

days may affect the colour appearance of traffic 

signs in the image. In addition, the pattern of traffic 

signs in the image may also be affected by the 

shadows of the surrounding objects. 

‧ Traffic signs may experience deformation. The 

vibration of the moving vehicle may cause a 

distortion of the image of the traffic sign taken by 

the on-board camera. The concrete manifestations 

include deformation, fuzziness, inaccurate focus, etc.  

‧ Traffic signs may fade in colour due to prolonged 

exposure to sunlight and rain. Over time, the paint 

on the sign may fade or even peel off. Additionally, 
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the camera also affects the image quality. 

‧ The shape of a traffic sign may cause problems. 

Strong wind or heavy rain may cause traffic signs to 

tilt. For example, traffic signs will become brighter 

and lighter than normal in foggy weather, and in 

dusty weather, traffic signs will become yellower 

than normal. 

‧ The scale of traffic signs. Along with mobile 

vehicles, the size of the traffic signs will change 

from small to large. The proportion of traffic signs 

in the original map is related to the difficulty of 

traffic sign recognition and affects the accuracy of 

traffic sign recognition. 

‧ Obstacles blocking traffic signs. For example, trees, 

buildings, vehicles and pedestrians may block part 

of the area of signs, affecting the detection and 

identification of traffic signs. 

The remainder of this paper is organized as follows. 

Studies regarding the traffic sign detection algorithm 

are reviewed in Section 2, and the traffic sign 

recognition algorithm is examined in Section 3. In 

Section 4, technical difficulties and future prospects 

are introduced. Our paper is concluded in Section 5. 

2 Traffic Sign Detection Algorithm 

The traffic sign detection stage includes recognizing 

the region in the image or video that contains traffic 

signs. Because the basic meaning of a traffic sign is 

defined by three attributes, namely, the colour, shape 

and pattern, we can use the colour and shape 

information to detect a traffic sign. As shown in Table 

1, we list several exciting traffic sign detection 

algorithms. 

Table 1. Comparison of traffic sign detection approaches 

Name of 

Technique 
Cat Theory Advantage Possible Issue(s) Ref

Dev. 

Year
Performance Dataset 

Colour 

Threshold 

Segmentation 

C* Compare the colour 

properties to a set of 

value ranges and 

decide which category 

a pixel belongs to. 

Simple. Prohibition signs are 

particularly difficult to 

detect due to 

segmentation 

problems with 

achromatic colours. 

[8] 

[10]

1997 

2011 

No detailed 

detection test 

results given in 

the reference. 

Self-created 

dataset. 

Dynamic  

Pixel 

Aggregation 

C* Colour segmentation 

is performed by 

introducing a dynamic 

threshold in the pixel 

aggregation process in 

the HSV colour space. 

Reduces hue 

instability. 

Performance 

decreases when 

images are 

characterized by sign 

pixels with 

coordinates that fall in 

unstable HSV areas. 

[11] 2001 86.3%~95.7% 

segmentation hit 

rate. 

Self-created 

dataset tested 

using 620 

outdoor images.

Colour 

Indexing 

C* By comparing the 

colour histograms [7] 

of two images, the 

colour object in an 

image is assessed. 

Fast and 

straight- 

forward. 

The complexity of the 

traffic scene will 

greatly influence the 

computation. 

[12] 

[13] 

[14] 

[15]

1990

1991

1995

1994

 

  

Transformation 

Based on the 

CIECAM97 

Model 

C* Converts the RGB 

space of the images 

into the standard XYA 

space of the CIE and 

then uses the 

CIECAM97 model to 

obtain the LCH to 

segment objects. 

Fast and 

efficient. 

Separates objects that 

are of similar colour 

as traffic signs. 

[16] 

[17]

2002 

2002

[16] has a 

detection rate of 

90% on sunny 

days. [17] has a 

detection rate of 

90%. 

British traffic 

signs scanned 

from the book of 

the Highway 

code; Russian 

traffic signs 

obtained from the 

web site; Self-

created dataset. 

HSI 

Transformation 

C* The RGB space of the 

image can be 

converted into the 

HSI colour space. 

Not susceptible 

to light. 

Non-colour traffic 

signs may be 

undetectable. 

[22] 2008 ~96% detection 

rate. 

Self-created 

dataset. 

Region 

Growing 

Segmentation 

C* Starts with a seed pixel 

and then expands to a 

group pixels of similar 

colour affinity 

together. This can be 

done in the HSV 

space. 

Simple and 

straightforward. 

Region growing often 

leads to undergrowth 

or overgrowth due to 

the setting of non-

optimal parameters. 

[23] 1993 >84% detection 

rate. 

Self-created 

dataset. 
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Table 1. Comparison of traffic sign detection approaches (continue) 

Name of 

Technique 
Cat Theory Advantage Possible Issue(s) Ref

Dev. 

Year
Performance Dataset 

Hierarchical 

Spatial Feature 

Matching 

S* Search for geometric 

objects in an image 

that resemble traffic 

signs. Suitable for 

traffic scene images 

with grey-level 

inputs. 

Independent of 

traffic sign 

colour. 

Results are inferior to 

those of colour-based 

algorithms. 

[25] 2002 No detailed 

detection test 

result shown in 

the given 

reference. 

Self-created 

dataset; Dataset 

of 558 images 

was acquired 

with digital 

cameras under 

general 

illumination 

conditions. 

Hough 

Transform 

S* Separate the features 

of a particular shape 

from the image. 

Can tolerate 

gaps in the 

feature 

boundary 

description and 

is not affected 

by image noise.

Due to the complexity 

of the calculation and 

the need for memory, 

there is a lack of 

detection speed. 

[26] 2006 92.5% average 

detection rate. 

The dataset used 

in experiments 

was recorded 

with a VGA 

camera under 

diverse lighting 

conditions. 

Distance 

Transform 

Matching 

S* This method uses a 

template hierarchy to 

capture objects of 

various shapes. 

Can detect 

objects of any 

shape. 

Matching still 

depends on a 

reasonable contour-

segmentation 

approach. The 

detection rate drops 

significantly under 

severe weather 

conditions. 

[27] 1999 ~95% detection 

rate. 

A self-created 

dataset of 1000 

traffic sign 

images taken 

during both day- 

(sunny, rainy) 

and night-time 

conditions. 

Colour-shape 

Combination 

B* Image colour space 

colour segmentation 

and shape analysis to 

detect traffic signs. 

Comprehensive. The detection speed 

may be inadequate. 

[28] 

[29] 

[30] 

[31]

2012

2012

2011 

2008

 

[28] has a 

detection rate of 

93.77%. No 

detailed 

detection test 

results were 

given in [29]. 

[30] reported a 

detection rate of 

97.36%. [31] 

reported a 

detection rate of 

~93-98%. 

[28-29] and [30] 

used self-created 

datasets, and 

[31] used the 

BelgiumTSC 

dataset. 

Deep Learning D* Uses a CNN for 

feature extraction. 

High speed and 

high 

performance. 

High cost. [38] 

[39]

2020 

2019

[38] had a 

detection rate of 

98%. [39] had a 

detection rate of 

97.8%. 

[38] used the 

GTSDB, 

CCTSDB and 

Lisa datasets. 

[39] used the 

GTSDB dataset.

Note. C*: Colour-based; S*: Shape-based; B*: Colour-shape combination; D*: Deep learning. 

 

2.1 Traditional Traffic Sign Detection 

Algorithm 

2.1.1 Detection Algorithm Based on Colour 

The most important and obvious visual feature of 

traffic signs is colour. Most of the traditional traffic 

sign detection algorithms use a colour segmentation 

algorithm to extract traffic signs from the background 

for recognition. Here, are some common colour 

detection algorithms: 

Colour Thresholding Segmentation: This is one of 

the first techniques used to segment digital images [7]. 

The threshold can be done by classifying the image 

pixels into traffic signs or backgrounds. When 

matching a pixel, if the pixel reaches or exceeds the 

threshold, then it is considered a traffic sign pixel. If 

the threshold is not reached, then it is considered a 

background pixel. Refs. [8] and [9] use this algorithm, 

and the colour threshold value during the test stage are 

described and analysed. However, this method cannot 

deal with non-colour traffic signs. To solve this 

problem, H. Gomez-Moreno et al. [10] proposed an 

algorithm for the detection of non-colour traffic signs. 
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Dynamic pixel aggregation: This is an algorithm 

based on colour segmentation. Vitabile et al. [11] 

implemented this algorithm with a segmentation rate of 

86.3% ~ 94.6%. The colour segmentation process of 

this method introduces a dynamic threshold in the pixel 

aggregation process of the hue-saturation-value (HSV) 

colour space and adjusts the threshold according to the 

change in the image brightness to reduce the tonal 

instability of real scenes. 

Colour Indexing: By comparing the colour 

histogram of two images, the colour object in the 

picture is compared. Colour histograms are used to 

index images and store them in a database. This 

algorithm is simple, fast and effective. However, the 

problem is that the complexity of the traffic scene will 

greatly increase the computation. This algorithm is 

described in detail in [12-15]. 

Transformation based on the CIE 1997 Colour 

Appearance Model (CIECAM97) Model: Refs. [16] 

and [17] used this algorithm and achieved a detection 

rate greater than 90%. First, the algorithm converts the 

red-green-blue (RGB) space of the image into the 

standard XYZ space of the Commission Internationale 

DE l ‘eclairage (CIE) and then uses the CIECAM97 

model to obtain the lightness, chrome, and hue (LCH) 

to segment the traffic signs. The disadvantage of this 

algorithm is that it will separate objects that are similar 

in colour from the traffic signs. 

HSI Transformation: The RGB space of the image 

can be converted into the HSI colour space. The HSI 

colour model encodes the colour information by 

separating an overall brightness value from the two 

values encoding hue and saturation so that it is not 

affected by the changes in light. Therefore, this model 

is favoured by many researchers. Henry et al. [18] 

implemented this algorithm and achieved a detection 

rate of 95%. In addition, the algorithm is also used in 

[19-22]. 

Region Growing Segmentation: Region growing is 

the process of aggregating pixels or subareas into 

larger areas according to predefined criteria. This 

process starts with a pixel, merges adjacent pixels that 

satisfy the smoothing constraint, and outputs them in 

the form of a cluster of points. Each cluster point set is 

regarded as belonging to the same plane. The 

disadvantage of this algorithm is that region growing 

often leads to undergrowth or overgrowth due to the 

setting of non-optimal parameters. Its actual 

implementation can be referred to in Refs. [23] and 

[24]. 

One of the main problems of traffic sign detection 

algorithms based on colour is that external light may 

affect the image colour obtained by vehicle cameras or 

imaging sensors. Most colour-based technologies 

encounter problems because the external light affects 

both the image intensity and colour. 

2.1.2 Detection Algorithm Based on Shape 

Another apparent representation of a traffic sign is 

shape; therefore, the shape of traffic sign may also 

affect the detection algorithm. Traffic signs generally 

have triangular, rectangular, octagonal and circular 

shapes. This subsection discusses some common shape 

detection algorithms. 

Hierarchy Spatial Feature Matching (HSFM): This 

detection algorithm is suitable for traffic scene images 

with grey-level input. A list of regions is generated by 

searching for geometric images in the image that 

resemble traffic signs. The contents of the list are then 

passed to the next step for recognition. Ref. [25] 

implements this algorithm. 

Hough Transform: The Hough transform algorithm 

is generally used to separate the image characteristics 

of a specific shape. Its advantage is that this algorithm 

can tolerate a gap in the description of feature 

boundaries and is not affected by image noise. In [26], 

the Hough Circle Transform is used to detect circular 

symbols, and the Hough Line transform is used to 

detect triangular symbols. Using the Hough transform, 

the detection rates of the speed limit and alarm signals 

are 97.2% and 94.3%, respectively. The disadvantage 

of this algorithm is that the computation is complex, 

and the memory requirement is large, which makes it 

lack detection speed, so it is not an ideal choice for 

real-time detection algorithms. 

Similarity Detection: This method is achieved by 

calculating the similarity coefficient between a 

segmented region and a set of binary image samples 

representing the shape of each traffic sign. The 

algorithm assumes that the dimensionality of the 

sampled image is the same as that of the segmented 

image. In [11], this algorithm is used and achieved a 

maximum detection rate of 95.7%. However, the 

detection rate of the triangle symbol is the lowest, 

which is 86.3%. 

Distance Transform Matching: This algorithm uses 

the template hierarchy to capture objects of various 

shapes, and the stochastic optimization technique is 

introduced to generate the hierarchy of a given shape 

distribution online [27]. This algorithm can detect 

objects of any shape, which is an advantage over other 

techniques in dealing with nonrigid objects. As a 

function of template transformation parameters, the 

similarity measure obtained by this algorithm is 

smoother. However, its limitation is that matching still 

relies on a reasonable contour segmentation, and the 

detection rate drops seriously from 95% to 80% under 

severe weather conditions. 

Shape-based detection algorithms do not require 

colour information. However, these algorithms may 

have more problems than colour-based detection 

algorithms. Traffic signs in a messy scene, with an 
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imperfect shape, object occlusion, differences in the 

scale, size, or angle of orientation, etc., all make this 

algorithm very challenging. 

2.1.3 Both Colour-Based and Shape-Based 

Detection Algorithms 

When an image contains traffic signs with the same 

colour or shape, a detection algorithm that is based 

only on colour or shape information may cause noise. 

Therefore, many researchers have been working on 

detection algorithms that combine colour information 

and shape information. This detection algorithm is 

generally composed of two stages: image colour space 

colour segmentation and shape analysis. 

In [28], the RGB ratio is used to segment the RGB 

input image and then the Douglas-Peucker (DP) 

algorithm is used for shape analysis to detect traffic 

signs. The DP algorithm is a contour approximation 

technique based on the number of object boundaries. 

Therefore, traffic signs can be detected even if they 

have some geometric distortions. 

According to [29], colour segmentation is first 

carried out in HSV colour space, and then boundary 

boxes are inserted into all regions detected by colour 

segmentation. Finally, the traffic signs are detected by 

the average colour, size and number of pixels in the 

boundary box. 

In [30], a real-time driver assistance system is 

presented that integrates single view detection with 

region-based 3D tracking of traffic signs. This 

algorithm has high detection accuracy and excellent 

detection efficiency. 

In [31], an algorithm is proposed to extract traffic 

signs from dynamic or static complex scenes. The 

algorithm combines invariant features and a support 

vector machine. The support vector machine is divided 

into two stages, which include the determination of the 

shape of the sign rim and a pictogram of the sign. 

Moreover, the best performance achieved is 98% for 

sign rims and 93% for speed limit signs. 

Compared with detection based on a single feature, 

this algorithm makes full use of the advantages and 

bypasses the disadvantages to improve the detection 

performance. 

2.2 Traffic Sign Detection Algorithm Based on 

Deep Learning 

In the traditional traffic sign detection algorithm, 

most of the algorithms consider the inherent colour and 

shape characteristics of traffic signs and only use the 

design to detect a specific category of the traffic sign 

detection algorithm. However, both colour information 

and shape information are easily affected by 

environmental conditions. Thus, in severe weather 

conditions and complex environments, the algorithm 

tends to fail. 

In 2014, the region-based convolutional neural 

network (R-CNN) [32] successfully applied deep 

learning to target detection and obtained the optimal 

effect at that time. This success made researchers in the 

field of computer vision pay more attention to deep 

learning algorithms and promote the development of 

CNNs. At present, most advanced traffic sign detection 

algorithms are based on deep learning. 

In [33], an algorithm is proposed that combines the 

support vector machine (SVM) and CNN methods. 

First, SVM was used to transform an RGB image into a 

grey-level image, and then the image was input into the 

next CNN layers for detection and recognition. Then, 

bootstrapping was used to improve the accuracy and 

avoid the problem of overfitting. The algorithm 

obtained an average detection rate of 98.68% on the 

GTSDB dataset. However, the algorithm is time-

consuming with respect to the processing time and may 

not meet the requirements for real-time detection. 

In [34], a traffic sign detection algorithm is proposed 

based on a deep CNN and used a regional proposal 

network (RPN) to detect traffic signs. The dataset used 

in the experiment of this algorithm consists of traffic 

signs in China. The detection rate of continuous image 

sequences reaches 99%, and the average detection time 

of each image is approximately 51.5 ms. This 

algorithm seems to be suitable for real-time detection 

but requires high hardware quality and may not be a 

good choice for unmanned driving systems. 

In [35], a model is proposed based on Faster R-CNN 

[36]. The model is divided into two parts. First, the 

regions of interest are detected by a selective search, 

and then these regions are extracted, classified and 

modified by CNNs. However, the algorithm also treats 

traffic lights as traffic signs, so the accuracy of the 

algorithm is reduced, and the effect is not ideal. 

In [37], the small object sensitive (SOS)-CNN 

model is proposed; this algorithm is used to detect 

traffic signs through an image pyramid. The algorithm 

first samples the input original image and divides it 

into a small image with a fixed size. These small 

images are then input into the SOS-CNN model as 

input images to build the image pyramid. The 

algorithm has good performance in small target 

detection. However, the algorithm adopts the sliding 

window strategy, which is very time-consuming and 

may not be able to satisfy the requirement of the real-

time detection time. 

In [38], the cascade R-CNN algorithm with 

multiscale concerns and unbalanced samples is 

proposed. The algorithm first obtains the multiscale 

features of the image pyramid by a cascaded R-CNN. 

Then, a multiscale attention algorithm is proposed, 

which is used for the dot product and soft-max 

processing of the input multiscale features to obtain the 

similarity measurement. Finally, the features are 

weighted and summed to refine the features and 

improve the accuracy of the object detection. The 

algorithm has good performance, but it is not a good 
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choice for mobile and embedded devices because of its 

high hardware requirements. 

In [39], the framework of the faster R-CNN and the 

structure of MobileNet [40] are used to design and 

implement a traffic sign detection algorithm. In the 

algorithm, colour and shape information is used to 

refine the location of small traffic signs. Finally, an 

efficient CNN with an asymmetric kernel is used to 

classify traffic signs. The algorithm can be trained end-

to-end, can be applied in real time, and can detect 

traffic signs beyond the limits of colour and shape. The 

detection rate is better than the most advanced 

algorithm, and the detection speed also meets the real-

time detection requirements. However, the localization 

refinement method of the boundary box of this 

algorithm is designed for specific traffic signs, which is 

not robust enough and needs to be improved. 

In [41], the combination of several publicly popular 

target detection frameworks (faster R-CNN, R-FCN 

[42], single-shot detection (SSD) [43] and YOLO V2 

[44]) with various feature extractors (ResNet-V1-50 

[45], ResNet-V1-101, Inception-V2 [46], Inception-

ResNet-V2 [47], MobileNet-V1 and Darknet-19) is 

analysed. The objective of the author is to explore the 

properties of these modified target detection models 

that are particularly applicable to the problem area of 

traffic sign detection by means of transfer learning. 

Experiments show that the combination of the faster R-

CNN and Inception-ResNet-V2 achieves the best 

average accuracy (mAP), while the combination of the 

R-FCN and ResNet-101 achieves the best balance 

between the detection rate and detection time. YOLO 

V2 is a framework with the second highest detection 

speed and high detection rate. The combination of SSD 

and MobileNet is the fastest and lightest in terms of 

memory consumption, making it the best choice for 

mobile and embedded device deployment.  

3 Traffic Sign Recognition Algorithm 

Traffic sign recognition is the explanation of the 

meaning of traffic signs and is the goal of traffic sign 

detection. An unmanned driving system locates the 

area of traffic signs in the complex traffic scene and 

then recognizes the types of traffic signs by the 

algorithm. As shown in Table 2, we list the several 

exciting traffic sign recognition algorithms. 

Table 2. Comparison of traffic sign recognition approaches 

Name of 

Technique 
Cat Theory Advantage Possible Issue(s) Ref

Dev. 

Year
Performance Dataset 

Feature 

Matching or 

Template 

Matching 

T* All signs to be 

recognized are 

stored in a 

database. Each 

potential sign has a 

normalized size 

and is compared to 

every template of 

the same shape. 

Fast and 

efficient. 

Image distortion 

or blocking may 

pose a problem. 

[28] 

[29] 

2012 

2012

[28] has a recognition 

rate of 93.77%. No 

detailed recognition 

test results are given in 

[29]. 

Both use a self-

created dataset. 

Edge 

Analysis 

T* Based on the input 

image edge 

information to 

carry out geometric 

analysis to 

recognize the type 

of traffic signs. 

Will not be 

affected by 

changes in 

the shooting 

distance or 

shooting 

angle. 

In large datasets, 

the convergence 

rate will be very 

slow, and many 

experiments must 

be carried out. 

[51] 2012 [51] has a recognition 

rate of 93%. 

Tests in real 

driving 

conditions. 

Support 

Vector 

Machine 

T* Binary 

classification of 

data according to 

supervised 

learning. 

High 

performance. 

In the complex 

traffic scene, may 

not be able to 

achieve real-time 

recognition. 

[54] 2013 [54] has a recognition 

rate of 94.49%. 

The self- 

created dataset 

is acquired by a 

mono-camera 

mounted on a 

moving vehicle.

Artificial 

Neural 

Network 

T* Train neurons to 

recognize colour, 

shape or pictogram 

on traffic sign. 

High 

performance 

and high 

speed. 

High 

computational 

complexity and 

high cost. 

[56] 

[57] 

2016 

2009

[56] has a recognition 

rate of 100% in 

daylight and 94.7% in 

shadow. [57] has a 

recognition rate of 

95.29%. 

The self- 

created dataset 

is acquired by a 

mono-camera 

mounted on a 

moving vehicle.
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Table 2. Comparison of traffic sign recognition approaches (continue) 

Name of 

Technique 
Cat Theory Advantage Possible Issue(s) Ref 

Dev. 

Year 
Performance Dataset 

Deep 

Learning  

D*  Using CNN for 

feature extraction.  

High speed 

and high 

performance.  

High cost.  [58] 

[59] 

[60] 

[61] 

2011 

2012 

2014 

2018 

 

The recognition rate of 

[58] is 98.5%, and the 

number of parameters 

is 1.54 M. The 

recognition rate of 

[59] is 99.46%, and 

the number of 

parameters is 38.5 M. 

The recognition rate of 

[60] is 99.63%, and 

the number of 

parameters is 23.2 M. 

The recognition rate of 

[61] is 98.0%, and the 

number of parameters 

is 0.5 M.  

Both use the 

GTSRB dataset. 

Note. T*: Traditional algorithm; D*: Deep learning algorithm. 

 

3.1 Traditional Traffic Sign Recognition 

Algorithm 

In the traditional traffic sign recognition, the feature 

matching algorithm, edge analysis algorithm and 

machine learning algorithm are mostly used.  

3.1.1 Feature Matching or Template Matching 

Algorithm 

Some researchers have used a point of interest 

detector based on the speeded up robust features 

(SURF) [48] algorithm to recognize traffic signs. First, 

SURF is used to detect the points of interest in the 

image, such as spots and corners. SURF is then used as 

a descriptor to form an eigenvector to represent the 

detected points of interest. Then, similarity matching is 

obtained by comparing the feature vectors of the target 

traffic signs with the feature vectors stored in the 

database. 

Some algorithms based on scale- and rotation-

invariant binary robust invariant scalable keypoints 

(BRISK) [49] are used to recognize traffic signs. The 

two main stages of BRISK are key point detection and 

binary bit string extraction. The first stage is the 

identification of points of interest, and the second stage 

involves pixel comparisons of the intensity to form 

descriptor vectors. The maximum number of key-value 

matches provided by the template image is considered 

the target class. BRISK algorithms have an advantage 

over SURF algorithms in terms of speed of detection 

and descriptor computation. However, for high-speed 

vehicles, the recognition time is still long and may not 

meet the requirements of real-time recognition. 

3.1.2 Edge Analysis Algorithm 

The edge analysis algorithm is based on input image 

edge information to carry out a geometric analysis to 

recognize the type of traffic signs. In 1962, Hu 

proposed the Hu-moment invariant [50]. Using the 

nonlinear combination of moments, the invariance of 

translation, rotation and scale can be obtained. These 

three features facilitate good image recognition 

performance due to the change in the shooting distance 

or shooting angle. However, this algorithm requires 

considerable computation time. 

In [51], a traffic sign recognition algorithm is 

proposed based on the Hough transform depending on 

the histogram function and the information received 

from every candidate contour. However, this method 

lacks a common evaluation framework for traffic sign 

detection systems. In [52], the BP neural network is 

adopted to classify the image with the Hu-moment as 

the feature. However, when the algorithm is trained on 

a large-scale training set, the convergence speed is very 

slow, and many experiments are needed. 

3.1.3 Machine Learning Algorithm 

Machine learning-based algorithms are popular in 

recognition tasks, where they are trained to mine the 

differences between different objects and then classify 

them. The most commonly used algorithms are SVM-

based and neural network-based algorithms. 

SVM is a kind of generalized linear classifier that 

classifies a data binary according to supervised 

learning, and its decision boundary is the maximum 

distance hyperplane for solving the learning sample. In 

[53], the detected traffic signs are coded by extracting 

the histogram of oriented gradients (HOG) feature of 

the image to generate feature vectors. The algorithm 

takes the generated feature vector as the input of the 

SVM and has high recognition accuracy. In [54], 

Chinese traffic signs are recognized by using the 

uniform rotation-invariant local binary pattern (LBP) 
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and SVM. The algorithm has a recognition accuracy of 

94.49%. In [55], the use of global features and Zemike-

moment features of binary images is discussed for 

training and analysis. The experimental results of four 

different kernel SVMs are compared and satisfactory 

results are obtained. The recognition accuracy of SVM 

is very good, but it only applies to the case of linear 

separability, and the interference degree is poor. The 

computation time is too long, and in a complex traffic 

scene, real-time recognition may not be achieved. 

 An artificial neural network (ANN) is proposed on 

the basis of the research results of modern 

neuroscience. This model tries to process information 

by simulating brain neural network processing and 

memory information. In [56], the author uses a self-

associative neural network to recognize traffic signs in 

the image, and the recognition rates in sunlight and 

shadow environments are 100% and 94.7%, 

respectively. In [57], a radial basis function (RBF) 

neural network is used to recognize traffic signs. 

Before the traffic signs are input into the RBF neural 

network, principal component analysis (PCA) is used 

to extract the characteristics of traffic signs and reduce 

the dimensionality of the original image. The 

recognition rate of the algorithm is more than 95%. 

The ANN has good real-time performance and high 

recognition accuracy, so it is a good choice for traffic 

sign recognition. However, this algorithm demonstrates 

high computational complexity, which also means a 

corresponding increase in cost. 

3.2 Traffic Sign Recognition Algorithm Based 

on Deep Learning 

An ANN is a fully connected structure. This 

structure has considerable model parameters, which 

deepens the training difficulty. During training, 

gradient disappearance or gradient explosion may 

occur. ANNs are not widely used because they are 

more difficult to train when using larger datasets. To 

solve these problems, CNNs came into being and 

entered the era of deep learning to solve visual 

problems. 

Over the past 10 years, researchers in the field of 

traffic sign recognition have proposed various high-

performance network models. At the beginning, most 

of them studied the depth and width of CNNs to 

improve the accuracy of the model in the task. In 

recent years, many researchers have tried to reduce the 

number of parameters while maintaining the accuracy 

of the model. 

Ciresan et al. [58] proposed a fast and fully 

parameterized algorithm based on a CNN using a 

graphics processing unit (GPU). The algorithm does 

not require elaborate preconnected feature extractors, 

which are learned in a supervised manner to render the 

system insensitive to contrast and light changes. The 

average recognition rate reached 98.5%, while the 

number of parameters was 1.54 M. One year later, 

Ciresan et al. [58] proposed an improved algorithm that 

combined various deep neural networks (DNNs) 

trained by different preprocessing data into 

multicolumn DNNs (MCDNN) to replace the CNN. 

Moreover, the recognition rate of the algorithm 

reached 99.46%. This algorithm was the champion of 

the identification benchmark of traffic sign detection 

and recognition contest held in Germany in 2011. 

However, the number of parameters of this algorithm is 

increased to 38.5 M, and the calculation amount and 

time increase accordingly. 

In [60], a recognition algorithm is proposed to train 

a CNN through hinge loss stochastic gradient descent 

(HLSGD). The network structure of the algorithm is 

composed of three layers, and the number of 

parameters is 23.2 M; the algorithm recognition rate 

reached 99.63%. The computational complexity of this 

algorithm is lower than that of the MCDNN, and the 

recognition accuracy is higher than that of the 

MCDNN, which suggests an excellent traffic sign 

recognition algorithm. 

In [61], a traffic sign recognition algorithm 

(MicronNet) is proposed that is very suitable for 

embedded scenes. The network architecture of the 

algorithm is a highly compact deep CNN. The number 

of parameters is only 0.51 M, which is very friendly 

for embedded devices. The recognition rate is 98.0% in 

terms of the full precision and 98.9% in half precision. 

4 Technical Difficulties and Future 

Prospects 

Some progress has been made in the research of 

traffic sign detection and recognition, but a gap still 

exists between research and practical applications. The 

existing difficulties in the current research are listed as 

follows: 

‧ There are many kinds of traffic signs. China, for 

example, has 204 traffic signs. Among them, there 

are 116 kinds of signs in three categories directly 

related to road traffic safety and some derived signs 

(such as speed limit signs and other cases with 

numbers). Furthermore, this number is growing. The 

wide variety of traffic signs requires scalability of 

the classification algorithm.  

‧ Most of the current studies emphasize theoretical 

aspects, while few are application-oriented. Many 

theories and methods have been put forward based 

on standard diagrams or some local conditions 

without considering the need of practical 

applications. 

‧ Most of the experimental subjects are based on 

standard diagrams, and there are few studies on real 

scene diagrams. A practical traffic sign detection 

and recognition system should take the standard map 

as the reference sample and the real scene map as 

the recognition object. 
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‧ Regarding accuracy and real-time performance, 

traffic sign detection and recognition algorithms 

require high accuracy and high processing speed. If 

the accuracy and processing speed do not meet the 

requirements, not only will the expected role of 

auxiliary driving be unrealized but also traffic 

accidents will be easily caused. 

‧ In terms of the practical application of economic 

costs, the following are considerations. In practical 

applications, it is necessary to overcome various 

difficulties, among which economic cost is also an 

important point. There is little research based on 

mobile devices, and many good models are 

expensive. 

With the improvement in the structure and learning 

methods of deep learning models, the research on 

traffic sign detection and recognition has made great 

progress. Therefore, establishing implementations of 

deep learning methods to improve the time and 

efficiency of traffic sign detection and recognition and 

reducing the economic cost are areas in need of further 

research. Moreover, few research studies have been 

conducted on road videos. Therefore, research that 

considers real-world scenarios is also one of the future 

directions. 

5 Conclusion 

In this paper, the challenges of traffic sign detection 

and recognition are discussed, and the traditional 

algorithms and deep learning algorithms commonly 

used in traffic sign detection and recognition are 

briefly reviewed. 

In traditional detection and recognition algorithms, 

the most common method is to locate and segment 

traffic signs in the image based on colour or shape and 

then classify them using the SVM model. Some studies 

have used algorithms based on ANNs, but the speed of 

these algorithms may not be suitable for real-time tasks. 

Furthermore, the datasets utilized in many of the 

related papers are not publicly available benchmark 

datasets, and some papers lack some evaluation 

features, such as the accuracy, true positive (TP) value, 

false positive (FP) value, recall or area under the curve 

(AUC). 

In recent years, with the development of deep 

learning in many other fields, many researchers have 

begun to apply CNNs to traffic sign detection and 

recognition tasks. The traffic sign detection and 

recognition algorithm based on the CNN has the 

advantages of high precision and fast processing speed. 

However, due to the large amount of computation, the 

hardware requirements are also high. Therefore, using 

this approach in the ITSs does not seem easy. 

Most of the algorithms introduced in this paper are 

tested on a static image dataset, and only a few are 

tested on a real road video record. While traffic sign 

detection and recognition techniques have improved 

over the years, more research and testing need to be 

done on different datasets and real-time videos. Thus, 

we think that intelligent computations based on the 

Internet of Things (IoT) and Internet of Vehicles (IoV) 

[62-63] with 5G technology should be promoted. 
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