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Abstract 

The gaze direction can be defined by the pupil and the 

center of the eyeball, the latter cannot be observed in the 

2D image, which can cause ill-posed problems and cannot 

achieve highly accurate gaze estimation. Therefore, we try 

to extract several effective landmarks around the eyeball 

and iris from the monocular input for gaze estimation. 

Instead of directly returning the two angles for the pitch 

and yaw of the eyeball, we return to an intermediate 

graphical representation, which in turn simplifies the task 

of 3D gaze estimation. We try to use a novel learning-

based method to locate the landmarks of an eyeball with 

the appearance-based method. Through these high-

accuracy feature points, we have proposed a new and 

effective formula for drawing more accurate gaze 

directions. As for the individual gaze estimation of 

independent people, our method is superior to existing 

model fitting and appearance-based methods. 

Keywords: Gaze estimation, Convolutional neural 

network, Mathematical method 

1 Introduction 

As an important cue connecting to human behaviors, 

gaze direction, and gaze changing behaviors both act as 

necessary tools in many real-world domains, including 

Human-robot interaction [1-2], Virtual reality [3], 

human-computer interfaces [4-5] and health care [6]. 

Therefore, gaze has been an important communication 

signal which has also been shown to be related to 

higher-level characteristics such as personality, for 

which gaze tracking method has been paid much more 

attention. 

To date, most eye trackers like to use off-the-shelf 

cameras, including those in mobile devices, which can 

help users with reduced mobility, or can perform 

crowdsourced visual saliency estimation without 

having to spend dedicated hardware. While these 

provide high accuracy, they also place strong 

constraints on users’ head movements. In the meantime, 

those gaze estimation systems can fail when 

encountering challenging issues such as low image 

quality or unusual illumination conditions. In this work, 

we provide a novel perspective for addressing the 

problem of gaze estimation from images taken both 

from Synthetic pictures and from real-world 

environments. 

In general, gaze estimation methods can be divided 

into two categories: geometry-based methods and 

appearance-based methods. The basic idea of the 

geometry-based method is to detect some features of 

the eye (such as key points such as the corner of the 

eye and the position of the pupil), and then calculate 

gaze based on these features. The appearance-based 

approach is to directly learn a model that maps 

appearance to gaze. The two types of methods have 

their own advantages and disadvantages: Geometric 

methods are relatively more accurate and stable for 

different domains. However, these methods have high 

requirements for image quality and resolution. 

Appearance-based methods have low-resolution and 

high-noise images. The performance is better, but the 

training of the model requires a lot of data, and it is 

easy to domain overfitting. With the rise of deep 

learning and the publication of a large number of data 

sets, appearance-based methods have received 

increasing attention. 

Our new method for gaze estimation combines the 

advantages of those two categories. Since such 

methods assume the geometry and shape of the eyes, 

they are sensitive to changes in appearance that are 

ubiquitous in unconstrained images. Therefore, this 

method lacks reliable detection of important features in 

such natural images. We note that the task of eye area 

landmark detection is similar to the joint detection of 

human hand and full body posture. Therefore, by 

displaying a robust eye area landmark detector, we can 

train on high-quality synthetic eye diagram images, 

thus providing detailed and accurate location of 

important landmarks in the eye area (such as the 
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eyelid-sclera border) labels, including the limbal area 

and the corners of the eyes. We use these clear 

landmarks to train more accurate eye feature point 

locations. The main advantages of this method are that 

we integrate multiple robust multi-dimensional 

networks, retain the characteristics of each dimension, 

and mix them into a more powerful network to 

improve accuracy and re-modify our condensed view 

function. We have shown through experiments that our 

scheme proposes a different method for predicting the 

gaze direction than the previous methods, which has 

obtained significant improvements. 

In summary, the main contributions of our work are: 

(a) improving the accuracy of the tasks of iris 

positioning and eyelid registration on monocular 

images, (b) learning robust and accurate landmarks 

detectors only on synthetic images produced by 

UnityEyes, and (c) increased gaze estimation 

accuracies. 

2 Related Work 

2.1 Appearance-based Gaze Estimation 

Mathematical methods rely on eye feature extraction 

to learn the geometric model of the eye, and then use 

these features to infer the direction of the line of sight 

(LOS) [7-9]. However, these methods usually require 

high-resolution eye diagrams for robust and accurate 

feature extraction, are prone to noise or lighting 

interference, and cannot handle well head pose 

variabilities. 

Appearance-based gaze estimation methods directly 

return the gaze estimation from the image. In principle, 

given enough training data, they may be able to resolve 

huge differences in real-world situations. Early works 

based on the appearance-based approach were limited 

to a laboratory environment with a fixed head pose 

[10]. These initial constraints have gradually been 

relaxed, especially recent datasets collected in daily 

settings or simulated environments [11]. 

The increasing scale and complexity of training data 

to solve gaze estimation leads to K-Nearest Neighbors 

[12], Support Vector Regression [13], and Random 

Forests [12]. Recently, the application of deep CNN on 

this issue has received more attention. The first deep 

CNNs for gaze estimation was proposed in [14] by 

Zhang et al, and they provided significant accuracy. To 

further improve the accuracy, others proposed 

enhancements, such as employed the information 

outside the eye region [15], focused on the head-eye 

relationship [16], and extracted better information from 

the eye images [17-18]. Person-independent gaze 

estimation was performed without user calibration and 

directly applied to areas such as visual attention 

analysis on unmodified devices, interaction on public 

displays, and gaze target recognition, although it is 

based on increasing training requirements and 

calculation costs. 

2.2 Eyeball Landmark Localization 

Detecting 3D landmarks from 2D image is one of 

the most important subjects in computer vision. In 

particular, there are a lot of studies using deep 

convolutional neural networks to perform eyeball 

landmark and skeletal joint detection for human pose 

estimation tasks [19]. Although face (or eyeball) 

landmarks and human joint positions are usually 

occluded, remote dependencies and global context can 

make up for the lack of information based on local 

appearance. Therefore, recent works attempted to learn 

the spatial relationship among joint positions. The 

stacked multi-scale architecture was simple, while 

exhibiting low model complexity (a small number of 

model parameters), its performance has surpassed other 

latest technologies. The architecture, which is originally 

developed for pose estimation, has successfully adopted 

to the eyeball landmark positioning task in the new 

eyaball landmark positioning challenge. 

3 The Proposed Approach 

We first predict the coordinates and eyeball radius of 

the eye feature points through a synthetic network that 

is supervised by the hourglass network and the multi-

dimensional feature retention network. Then, a more 

accurate gaze direction is estimated by combining the 

coordinate points and radius into the proposed novel 

mathematical module. 

3.1 Mixed Multi-dimensional Feature Retention 

Network 

Figure 1 shows the framework of the overall model. 

The first stage is divided into upper and lower parts, 

and converge into the gaze estimation model in the 

second part. The first part is to extract feature points of 

the eye contours. 

 

Figure 1. We use monocular images and head pose as 

input. The eye features are obtained through the feature 

point extraction network of the upper and lower parts 

The 
l
e  and 

u
e  indicate angular errors of upper and 

lower parts. The 
h

g  and 
r

g  are the ground truth of 

landmarks and radius, and 
h

g′  and 
r

g′  are the predicted 

landmarks and radius. We then compute the weighted 

average of the two-mean-prediction error: 
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To represent the loss of landmarks and radius 

prediction accuracy for both parts. The weights 
l

λ  and 
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λ  determine which part should be regarded as the 

upper part in terms of the mean landmarks estimation 

error. When 
l
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λ , the loss becomes asymmetric.  

Following the key idea of asymmetric regression, we 
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network if one part is more likely to get better 
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which encourages the mixed multi-dimensional feature 

retention network to rely on the superior part while 

training. 

3.2 Modified Hourglass Extraction Network 

Figure 2 shows the architecture of the original 

hourglass model. The hourglass network architecture 

[20] has previously used in human pose estimation, and 

the key issue is the landmark occlusion problem. In 

this case, the appearance of the landmark is no longer 

useful for accurate positioning, and only prior 

knowledge can be used. The hourglass architecture 

attempts to transfer the remote environment by 

repeatedly improving the overcome solution at 

multiple scales using hourglass modules. The proposal 

is designed to capture information at each scale and 

finally require fusing the whole information. In order 

to capture the features of the image at multiple scales, 

we use multiple pipelines to separately process 

information at different scales, and then combine these 

features in the back part of the network. The proposal 

method aims to use skip layers with a single pipeline to 

save spatial information at each scale. 

 

Figure 2. The original hourglass model 

Feature map of the hourglass module manual 

automatic encoder is reduced by the pooling operation, 

and then expanded using bilinear interpolation. At each 

scale level, the corresponding crossover from the other 

side of the hourglass is calculated and applied by 

skipping connections and applying the residuals. 

Therefore, when 64 feature maps are given, the 

network will be refined multiple times with 4 different 

image ratios. This repeated dimension reduction and 

enlargement inference ensure a large effective 

perceptual field, and even can encode the spatial 

relationship between landmarks under the occlusion. 

In our work, we adapt the original architecture to the 

task of landmarks detection in eye images. Although 

the eye diagram contains fewer global structural 

elements than the global structural elements in pose 

estimation, there are still significant spatial contexts 

that can be utilized by large acceptance field models. 

We use this attribute to detect the center of the eyeball 

and the occluded iris edge landmarks to achieve logical 

accuracy, sometimes even in the case of complete 

occlusion. Most high-order features only appear at 

lower resolutions, unless at the end of the upsampling. 

If you supervise after the network is upsampled, you 

cannot re-evaluate these features in a larger global 

context. If the goal of the network is to make the best 

predictions, these predictions should not be made in a 

local range. 

Figure 3 shows the original multi-dimensional 

feature extraction network. There are 64 refined feature 

maps which can be combined through a 1×1 

convolutional layer to generate 18 heat maps, each of 

which represents the estimated position of the 

landmark of a particular eyeball region. Intermediate 

supervision is performed by calculating the sum of 

squares of pixel differences on each predicted heat map. 

The original paper proved that the use of eight 

hourglass modules with intermediate supervision can 

significantly improve the accuracy of landmark 

positioning compared to both the 2-stack and 4-stack 

models using the same number and size of parameters. 

 

Figure 3. The original multi-dimensional feature 

extraction network 

In our work, we propose a 3 cascaded hourglass 

network separated by 1 ResNet shown as Figure 4, 

training on UnityEyes-produced eye images and 

annotations. We use single eye images (150×90 or 

36×60) as input in order to generate 18 heatmaps, 

including 8 on the marginal zone, 8 on the iris’s edge, 
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2 at the iris center and eyeball center. These coordinates 

are then passed to the weight calculation module and 

rounding module. 

 

Figure 4. The proposed multi-dimensional feature 

extraction network 

3.3 VGG-19 Plus Feature Extraction Network 

In the lower branch of Figure 2, the input picture 

passes through the classic VGG-19 structure and a 

repeatedly convolutional network. The output feature-

map has 18 layers, each layer represents a heatmap. 

The feature-map and label are used to calculate the loss 

at this stage. At the end of the network, the loss of each 

layer is added up as a total loss for back propagation to 

achieve intermediate supervision and avoid the 

disappearance of the gradient. The architecture of the 

VGG-19 plus feature extraction network is shown as 

Figure 5. 

 

Figure 5. The architecture of VGG-19 plus feature 

extraction network 

The blue LRM block in Figure 5 is a repeated part 

called landmark refinement module, which can obtain 

more accuracy 18 landmarks by iteratively adding the 

output results of the current LRM block into the input 

of the next LRM block. We obtained a better result by 

two iterations in our experiments. 

3.4 Mathematical Method of Gaze Calculation 

In view of the fact that the mathematical calculation 

methods of the line-of-sight estimation given in the 

previous papers never considered the offset of the pupil 

center so that they could not achieve a good result in 

gaze estimation. 

We propose a two-stage method in this paper. In the 

first stage, the images with an eye in each picture are 

input and the feature maps can be obtained. Then the 

feature maps along with eighteen landmarks are fed 

into the second stage so that the gaze direction can be 

achieved by mathmatic calculations. Therefore, we 

reconstruct the gaze estimation task into two specific 

tasks: (1) process the input monucular image to 

minimum normalized form (with gaze and headpose), 

(2) estimate the gaze direction from 18 detected 

landmarks. 

Figure 6 shows the eyeball calculation model. The 

gaze view of a given input eye image should be 

visually similar to the input. We assume a simple 

model of the human eye and iris, where the eyeball is a 

perfect sphere and the iris is a perfect circle. As for the 

size of output image is m n× , we assume the projected 

eyeball diameter 2 1.2 ,r n=  where r is a long axis 

diameter. Therefore, φ  and θ  can be calculated as the 

followings: 

 / 2 sin cos ,
i

u m r φ θ′= −    (6) 

 / 2 sin .
i
v n r θ′= −    (7) 

 

Figure 6. Eyeball calculation model 

With φ  and θ , we can obtain φ ′  and θ ′  using the 

following equations: 

 
/ 2 sin

arctan ,
/ 2 sin sin

n r

m r

θ χ
θ

φ θ

′− −
′ =

′−

 (8) 

 
sin

,
sin

k
θ

θ
φ

′
′ = ⋅  (9) 

where gaze direction ( , )g θ φ′ ′= . The iris is drawn as 

an ellipse, with a long axis diameter r and a short axis 

diameter | cos cos |r θ ϕ . Due to the obstruction of the 

eyelids and the dim light of the upper part of the 

eyeball, gaze predictions have always been relatively 

upward. So we introduce a constant k to correct this 

situation. Here, k is 5r/12, based on the positive result 

from r/2 to r/3, 5r/12 is the best choice empirically. 
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4 Experiments 

4.1 Dataset 

Since our method is designed to process only eye 

images and requires head pose information, but does 

not require the extra eyeball features. We considered 

the following three public eye gaze data sets for gaze 

verification and each manually generates eye gaze data 

set for landmarks verification. 

EyeDiap: It contains 94 videos from 16 subjects [21]. 

Video is divided into three categories: continuous 

screen (CS) targets, discrete screen (DS) targets, and 

floating targets (FT). CS videos were used in our 

experiments, which include static posture recording 

(subjects maintain approximately the same posture 

when observing the target) and dynamic posture (MP, 

subjects perform other important head movements 

while observing). From these data, We used data from 

screen targets, involving 14 objects. Sampling 6 sets of 

VGA video at a ratio of ten frames, a total of about 

3600 images. In the test, we took a sample of ten sets 

of three sets of VGA video for verification (about 2000 

images). The truth of the labeled world gaze on the 

ground is transformed accordingly in the “Head 

Posture Coordinate System” (HCS). 

MPIIgaze: It contains full-face images of 15 subjects 

(six women, five with glasses). It provides an 

“evaluation subset” that contains 3,000 randomly 

selected images for each topic. In this subset, half of 

the image is flipped horizontally. We use manual 

annotation of the eye image of the corner of the eye to 

ensure that the landmark of the eye area is detected. 

The size of the input eye image of the hourglass 

network is 150×90. We trained the data of 14 people 

(the left eye and the right eye each input 1500) and 

tested one person at random. 

UnityEyes: It is effectively infinite in size and is 

designed to exhibit good variations in iris color, eye 

region shape, head pose, and illumination conditions. 

The model contains less than one million model 

parameters, enough to demonstrate our method and 

allow real-time implementation (approximately 20 Hz). 

4.2 Further Experiments 

For the extraction of our feature points, our network 

model has a significant improvement in accuracy 

compared to the ELG method. Figure 7 and Figure 8 

show the landmarks and radius error in UnityEyes. 

The x axis in the Figure 7 represents the prediction 

error of the eye radius, which calculated by: 

 2

2
|| || ,

radius
L r rβ= −�   (10) 

where 7
10β −

= . While the y axis refers to the number 

of iterations. The x axis in the Figure 8 represents the 

prediction error of the eyeball’s landmarks, which 

calculated by: 

 

Figure 7. Errors of landmarks 

 

Figure 8. Errors of radius 

 
18

2

2

1

|| ( ) ( ) || ,p i i

i

h p h pα

=

Σ −∑ �  (11) 

where h is the confidence at pixel p and 
i
h�  is a 

landmarks predicted by the network. We set the 

weighting coefficient α = 1 based on experience. 

For the EyeDiap and MPIIGaze datasets, we applied 

the leave-one-out method to exit the protocol. Please 

note that for these dataset, we train real data and 

synthetic data, but only test real data. We compared 

our method with the baseline using a single model [14], 

KNN [11], RF [11], VGG-16 [18], GazeNet [22], 

SVR-Ad [15], RT-GENE [21], iTracker [15] and 

spatial weights CNN [23]. The baseline was defined as 

the average of the average gaze angular error computed 

for each fold. These methods use the single eye (which 

labeled as e) or head pose (which labeled as h) as input. 

On the MPIIGaze dataset, our proposed network 

achieves an average angular error of 4.4°, and its 

performance is 8.3% higher than 4.8° [21]. Figure 9 

shows our result in MPIIGaze and Table 1 shows the 

input of our experiment. 
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Figure 9. Result in MPIIGaze 

Table 1. Inputs of MPIIGaze 

Model Input 

KNN e + h 

RF e + h 

iTrack (AlexNet) E 

VGG16 E 

GazeNet e + h 

Baseline N/A 

SVR-Ad (Double eyes) N/A 

Ours e + h 

 

We also compared our method with state-of-the-art 

approaches on the EyeDiap dataset. Figure 10 shows 

the gaze estimation results of different methods, and it 

can be seen that our gaze estimation accuracy reaches 

5.9°, which is 1.6% lower than the latest one-eye gaze 

estimation method [23]. The accuracy improvement is 

partially due to the use of improved data normalization 

methods and our proposed gaze decomposition. 

 

Figure 10. Result in EyeDiap 

For the extraction of landmarks points, we 

introduced different layers in the first part of the 

network to explore the impact of different dimensions 

or different numbers on the extraction of landmarks 

points shows in Figure 11. The first one refers to our 

original basic network, and then by extracting features 

of different dimensions, we found that extracting one 

more layer of network features will increase the 

accuracy of landmarks by 1.8% shown in Table 2. 

 

Figure 11. The network model of extracting landmarks 

Table 2. Results in MPIIGaze 

Landmarks_mse Radius_mse
Mean angular gaze error 

(MPIIGaze) 

0.0090 4.20e-6 4.48 

0.0025 3.00e-6 4.40 

0.0027 4.00e-6 4.42 

 

5 Conclusion 

This paper aims to improve appearance-based gaze 

estimation using the subject specific model and novel 

math method. A two-stage method of gaze estimation 

has benn proposed efficiently. We considered the 

offset of the pupil center when using a mathmatic 

method to calculate the gaze direction. The main 

contribution of this paper is to propose a Multi-

dimensional feature extraction network for predicting 

gaze landmarks, insteading of gaze directions, to 

alleviate the impact of factors such as illumination. 

Experimental results on three public and commonly 

used data sets prove the effectiveness of this method. 
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