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Abstract

Conventional software-defined networks (SDNs) use a controller to write static rules into SDN switches through OpenFlow protocol. But legacy SDN switches cannot remember the data flow processing status. When the controller fails and cannot connect with the switch, the load balance function is affected. Conventional load balancer (LB), such as Linux Virtual Server and HAPprox, must perform layer-by-layer decapsulation, retrieve the information required to execute load balancing algorithms, and add the headers back before transmitting a packet. This process is time intensive. Therefore, we use P4 language to implement the LB, analyzes the packet headers, and uses stateful objects to record data flow information. The P4 LB can process packets according to predefined rules and operating status without operations such as encapsulation or decapsulation. Based on the aforementioned characteristics, we present four packet scheduling schemes, connection hash, random, round-robin, and weighted round-robin. Therefore, this P4 LB can independently function, without a controller. However, when a controller is available, the controller can be used to monitor the health of web servers. In this case, the controller can detect a server fault and inform the P4 LB to block the request to the malfunctioning server to decrease the dispatching failure rate.
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1 Introduction

In recent years, with the booming of the network and the popularization of smart phones, people can receive a lot of services through mobile phones, tablet PCs or computers, for example, online shopping, online study, Internet banking, online hospital registration and network car-hailing. Under such a development circumstance, the servers need to serve a bigger number of requests at one time, which increases the possibility of server overload and collapse and motivates the development of the load balancing technology. At present, the ways to reach load balance on the Internet include software ways like LVS [1], HAPprox [2], Nginx [3] and SDN [4-6] and hardware ways such as F5 and Array load balancers. These aforesaid technologies are mainly divided into the load balancing through Layer 4 [7] and the one through Layer 7 [8].

Generally, a common Layer 4 load balancer has a virtual IP address (VIP), and all the client requests are responded through this VIP. Every web server’s IP (real IP) is stored and managed in the load balancer. Load Balancer, according to information of the client packet’s source IP, destination IP, source port, destination port or transport layer protocol, can be allocated to different web servers.

A load balancer using Layer 7 can provide more functions. A load balancer determines whether a client request is for a dynamic web page (such as a web page containing database query results) or a static web page (such as an image file in .jpg or .gif format) according to the packet content of the client HTTP request and transmits the request to different back-end servers, thus reducing feedback time required to respond to a client request; a load balancer can also align with the cookie information of the client packet to ensure that information requested by the same client is served by the same web server.

Moreover, load balancers can implement two basic strategies: routing client requests to different servers, or routing packets via different paths to a single server [9-10]. We will focus only on the former. The open-source P4 language (short for “programming protocol-independent packet processor”) represents an evolution of OpenFlow that achieves improved elegance and flexibility in configuring software switches. Previously reported work on P4 load balancers includes no function to check on the status of the backend servers [11-12]. In this case, the load balancer might direct a packet to a server that is down, resulting in error. For conventional SDNs, a controller must be used. Though packet-handling rules are written into SDN switches under the OpenFlow protocol, the switches cannot retain the processing status of the data flow. If the controller fails before a new request packet arrives at the switch, in this case, the switch will not know how to handle the request. Then the switch can only discard
the new packet, which disrupts the load balance in the network and results in dispatching failure. To solve the problem, the P4 language addresses this and other limitations of the OpenFlow protocol by implementing stateful objects such as the register, counter, and meter. These stateful objects allow the software switch to be dynamically configured. In this paper, we present four packet scheduling schemes, connection hash, round-robin, weighted round-robin, and random. Therefore, our proposed P4 load balancer can independently function, without a controller. However, when a controller is available, the controller can be used to monitor the health of web servers. In this case, the controller can detect a server fault and inform the P4 load balancer to block the request to the malfunctioning server to decrease the dispatching failure rate.

Furthermore, we integrated Mininet [13], a P4 software switch (behavioral model version 2, bmv2) [14], and Docker host. Using the integrated environment [15], researchers can easily evaluate load balancing algorithms for web servers that have different central processing unit (CPU) performance.

This remainder of this paper is divided as follows. Section 2 presents background knowledge. Section 3 discusses the load balancing research method and design. Section 4 provides experimental results. Finally, Section 5 presents the conclusion and future prospects.

2 Background Knowledge

This section introduces two common software load balancers (LVS and HAProxy), SDNs, and the P4 software switch.

2.1 Linux Virtual Server (LVS)

LVS [1] is a software load balancer for Linux. The load balancing software, which supports Layer 4, is highly load-resistant and requires little internal storage and few CPU resources.

Figure 1 presents an example of an LVS-NAT mode. When a client sends a TCP SYN packet to initiate a connection with the HTTP server, the destination address is the virtual IP. The TCP SYN packet first reaches the load balancer, which selects a real server as per the dispatching algorithm. The connection information is then recorded in the load balancer’s hash list to ensure that follow-up HTTP request packets are sent to the same real server. When the packet is dispatched to the backend server, the server writes its IP and port number to the packet. Before the packet is returned to the client, the LVS-NAT changes the packet’s source IP and port number to the virtual IP and port number of the load balancer. LVS cannot verify the health of the back-end servers by itself; therefore, if a server is down, the LVS will still dispatch the request to it, resulting in an error.

2.2 HAProxy

HAProxy [2] is load balancing software that can support virtual hosts and supports Layer 4 and Layer 7. HTTP is stateless, meaning that neither the server nor the client retains session information or connection status during multiple requests. Therefore, the server does not know the status of the client (i.e., whether the client is logged in) and has access to the user information in only the session record stored on the web server. Session mechanisms store required user information after the user completes identity authentication then produce a session ID and store it in a response packet before transmission to the user side. The next time the user side sends the request, the web server validates the request and identifies the session ID, thereby validating the user and confirming the connection status. Simultaneously, user data flow is guided to the same server.

HAProxy can verify the status of backend servers. For this purpose, HAProxy sends a TCP SYN packet to the backend server. If the back-end server returns TCP SYN+ACK packet, HAProxy replies with the TCP RST+ACK packet to terminate the connection, and logs the fact that the server is up. If no ACK packet is received, HAProxy knows that the server is down and will redirect traffic to other backend servers.

2.3 Software Defined Networks

Nick McKeown’s research team introduced SDNs, a new network structure based on the characteristics of OpenFlow. SDNs separate the network control plane and data plane and realize network functions inside an SDN controller in a software approach intended to help network managers plan and manage networks. This structure has solved the problem of the network manager resetting every device when a network strategy changes. Moreover, if a traditional network structure requires a new network function (firewall or flow rate limitation), a new device must be purchased for onsite deployment and testing. However, in an SDN environment, users can create or purchase the required functional software module, send it to the appointed device through OpenFlow, and complete the setup of the new network functions. Certain SDN controllers such as the Open Network Operating System (ONOS) have been designed and developed to support this new network paradigm.
System (ONOS) are equipped with complete web management interfaces and can monitor transmissions on the network. These monitoring interfaces allow network managers to adjust routing strategies on the fly to reroute traffic around jammed channels. OpenFlow has become considerably more complicated as networking technology has advanced, going from implementing 12 matching fields in version 1.0 to 44 matching fields in version 1.5 [16]. OpenFlow no longer offers the flexibility and interoperability needed with state-of-the-art networks, and the high-level P4 language was introduced to develop network managers with even greater flexibility and hardware interoperability with SDNs.

2.4 P4 Switch

Bosshart et al. introduced the P4 language to address the OpenFlow’s inability to analyze and process any field in the packet header. P4 switches can forward packets according to any protocol because they can be reconfigured flexibly by a parser. P4 was designed to offer three advantages over OpenFlow: (1) reconfigurability in the field, (2) protocol independence, and (3) target independence [17]. The compiler for a P4 switch automatically translates the P4 program into whatever machine code the target hardware requires. Figure 2 shows Bosshart et al.’s abstract model of packet forwarding. When a packet reaches the switch, the parser first extracts specific fields from the packet header. These extracted header fields are then operated upon by match+action steps in series or in parallel. In these steps, the packet may be forwarded, copied, or dropped in the ingress pipeline, and its header can be modified in the egress pipeline.

![Figure 2. P4 switch abstract forwarding model [17]](image)

The differences between OpenFlow and P4 are that OpenFlow is a protocol allowing us to add, modify, or delete forwarding entries for 44 matching fields in version 1.5 on the switches that have fixed functions. And P4 is a language that allows us to define the packet header, how to match the header, and what actions should be taken on each header. More information can refer to [18].

3 Research Methods and Design

We implemented four packet-scheduling algorithms in a P4 switch to test their performances: connection hash, round-robin, weighted round-robin, and random. We assume the network includes \( n \) backend servers, denoted by \( S_1, \ldots, S_n \), where \( n \geq 2 \). Moreover, we assume that the weights for \( S_1, \ldots, S_n \) are \( W_1, \ldots, W_n \), where \( W_i \) is an integer and \( W_i \geq 1 \) when using the weighted round-robin algorithm.

3.1 Connection Hash Load Balancer

We designed a P4 program for load balancing that uses the novel algorithm described in detail in this subsection. The connection hash load balancer algorithm uses five tuples in the IP and TCP header to produce hash values for the \( n \) servers in the backend stack. The tuples are the source IP, destination IP, source port, destination port, and the protocol value. When the client sends a TCP SYN packet to the P4 load balancer, the Parser gains the information of the Ethernet header, the IPv4 header, and the TCP header, and then runs the VerifyChecksum function to evaluate whether the checksums in the IPv4 and TCP headers are correct. If so, the packet is forwarded to the ingress pipeline. Pseudocode for the Connection Hash Load Balancer is shown in Algorithm 1. Because this is a TCP SYN packet, a hash function is used to hash the five tuples to one of the \( n \) backend servers, \( i \) (line 9). Another hash function is used to hash five tuples as an index to access the register flow_select (line 10). The register flow_select stores the chosen server \( i \) in the corresponding index for the new connection (line 11). Next, health status of chosen server \( S_i \) should be checked (line 13-19). If server \( S_i \) is down, the algorithm needs to send the packet to the next functioning server \( S_j \). Initially, all servers are assumed to be up. While the network is running, the P4 controller can dynamically change the statuses of each server. To route the TCP SYN packet, the load balancer needs to change the MAC and IP address to the selected server’s MAC and IP address and send it to the corresponding port (line 20-24). The packet is not operated upon in the egress pipeline. When the server responds with a TCP SYN+ACK packet to the load balancer, the packet’s MAC address is changed to the client’s MAC address and sent to the corresponding port in the ingress pipeline (line 4-7). At the Egress Pipeline, the source IP address needs to be changed to the virtual IP (VIP) (line 25-27). Finally, the client will send out a TCP ACK packet to finish the three-way handshake. The five tuples of this TCP ACK packet are the same as those of the first TCP SYN packet. Therefore, the five tuples are used to simply identify the serving server in flowlet_select (line 1-3), and no further hash function is required to choose the serving server. Then, this TCP ACK packet is sent out to the
Algorithm 1. Connection Hash Load Balancer

Ingress Pipeline
1. if a packet destined to virtual IP and not a TCP SYN packet
2. using five tuples to get a hash value as the index in the flowlet_select to get serving server
3. end
4. if a packet destined to client
5. change the destination MAC address to the client’s MAC
6. send this packet to the corresponding port
7. end
8. if this is a TCP SYN packet destined to virtual IP
9. using five tuples to get a hash value i (i is 1~n)
10. using five tuples to get a hash value as an index to flowlet_select
11. store i in the flowlet_select with the corresponding index
12. end
13. if Si is down
14. find the next functioning well server with index j
15. store j in flowlet_select
16. if all servers are down
17. drop this packet
18. end
19. end
20. if a packet destined to virtual IP
21. change the destination MAC address to the chosen Server’s MAC
22. change the destination IP address to the chosen Server’s IP
23. send this packet to the corresponding output port
24. end

Egress Pipeline
25. if a packet destined to the client
26. change the source IP address to VIP
27. end

selected server. The subsequent operations on the HTTP request packet sent from client are similar to those performed on the TCP ACK packet, and the operations on the HTTP response sent from the server are similar to those performed on the TCP SYN+ACK packet. We use a cURL script in the controller for health checks to avoid introducing an agent on the server side. If the cURL script fails to execute, the corresponding server is assumed to be down. The controller will then change the status of the corresponding server in the P4 code, and the P4 load balancer will not dispatch the request to the down server. If the execution of the cURL script is successful, the corresponding server is healthy and remains on the server list. To maintain the separation of the control plane from the data plane, we use a separate communication channel to send and receive health check packets between controller and servers. Moreover, the health check function in our controller can monitor a specific webpage to verify whether it contains a predefined keyword. If the fetched webpage does not include this keyword, this webpage may have been hacked. The server hosting this webpage should be shut down for a detailed checkup and removed from the load balancer’s server table. For the complete code and a model of this load balancer, refer to [19].

3.2 Random Load Balancer

The random load balancer behaves similar to the connection hash load balancer, except that it uses a pseudorandom number generator to select server Si. This difference is reflected in lines 8-12 of Algorithm 1. All other operations are the same. For the complete code and model, please refer to [20].

3.3 Round Robin (RR) Load Balancer

For the round robin (RR) load balancer, the P4 program requires another register, i.e., myselect in our implementation, to remember the last serving server index. When a TCP SYN packets arrives at the ingress pipeline, the last-used server index i is obtained from myselect. The load balancer then uses i and n to move through servers in round-robin fashion, storing the indices with the myselect and flowlet_select objects. The health check operation and packet routing to the client are identical to those in the connection hash load balancer. For the complete code and model, please refer to [21].

3.4 Weighted Round Robin (WRR) Load Balancer

The primary difference between the RR and WRR load balancers is that the last serving server index is not saved in the myselect register. Instead, a value between 0 and \( \sum_{i=1}^{n} W_i \) is saved. If the value is less than or equal to \( W_1 \), the server 1 is selected. If the value is greater than \( \sum_{i=p}^{q} W_i \) and less than or equal to \( \sum_{i=q}^{n} W_i \), server \( q \) is selected. As each new connection (a TCP SYN packet) arrives at the Ingress Pipeline, the value \( k \) stored in myselect is incremented up by 1. The corresponding server is then extracted as per the above rules. When \( k \) reaches \( n \), it is set back to 0. After selecting the serving server, the selected server and index \( k \) will be stored back into flowlet_select and myselect. The other operations are identical to those of the connection hash algorithm. For the complete code and model, please refer to [22].

4 Experiment

4.1 Settings

We designed three scenarios to compare the
performance of the load balancing algorithms running on a P4 software switch. We adopted the Mininet emulator [13] and a P4 software switch (bmv2) [14] for our experimental environment. We use Docker containers to act as backend servers and Apache for web service. In Scenarios 1 and 2, the P4 switch is implemented with the four load balancing algorithms, namely, connection hash, random, round-robin, and weighted round-robin. ApacheBench [23] is used to simulate a scenario of 10 users sending 10,000 requests to fetch a 300-KB web page. Each experiment is repeated with 30 trials for each load balancing algorithm to obtain a confidence interval of 95%. Scenario 3 includes four back-end web servers, but server 4 is down. The weights for servers 1-4 are 1, 2, 3, and 4, respectively, for the weighted round-robin algorithm. If a controller is available, it performs health checks at 1-s intervals. Moreover, we use a bash script that uses cURL to access the web pages 1000 times such that we can compare the load balancers’ dispatching failure rates.

4.2 Scenarios

Scenario 1. Servers with identical CPU performance

Assume that the CPU performance of the Docker web server is 50,000 µs for the CPU period and 5000 µs for the CPU quota. The CPU quota specifies the time that Docker has access to CPU resources during the time specified by the CPU period [24]. With the settings we implemented, this quota limits each Docker web server to using 10% of the common CPU resources. The experiments with identical server CPU performance use two, three, and four servers, as illustrated in Figure 3.

Scenario 2. Servers with different CPU performance

Assume that the CPU period of server 1 is 50,000 µs, and its CPU quota is 10,000 µs. The CPU periods of servers 2, 3, and 4 are 50,000 µs, and the corresponding CPU quota is 5000 µs. The Scenario 2 settings are presented in Figure 4.

Scenario 3. Dispatching failure rate

The failure rate is defined as the ratio of how many times the cURL program fails to fetch a web page to the total number of cURL requests sent. This metric lets us compare the dispatching failure rate of our proposed P4 load balancer and a conventional OpenFlow-based switch with or without a controller. Moreover, the legacy LVS and HAProxy switches, which adopt the round-robin algorithm, are also compared with our P4 load balancer.

4.3 Results

As shown in Figure 5, in Scenario 1, each addition of a back-end server effectively reduces the response time. Among the four load balancing algorithms, the round-robin load balancer is most efficient when the CPU performance of the back-end servers is the same. Figure 6 shows the distributions of packets among the two servers after collecting 240 packet requests in the P4 switch log. As expected, the round-robin load balancer distributes the packets evenly. The weighted round-robin load balancer distributes packets to the backend servers in a 2:1 ratio, overloading in Server 1 and increasing the response time. With the random load balancer, packets can be distributed to the same server continually. Therefore, every 80 packets will be distributed differently, which increases the response time. Finally, the connection hash load balancer tends to overload one or the other of the servers. Therefore, when the CPU performance of the servers is the same and equal requests are sent to the servers, the load balance is superior with the round-robin algorithm.

As shown in Figure 7, when the back-end servers have distinct CPU speeds (Scenario 2), the weighted round-robin load balancer is most efficient. For the random load balancer and connection hash load balancer, every time the number of servers increases by one set, the reduction in response time is considerably small, although the greater number of servers should reduce response time. These algorithms seem to send many requests to servers with slower CPU performance, explaining this effect.

Figure 8 shows the distribution of 240 successive packet requests between the two web servers in the P4 switch log. With the round-robin load balancer, the packets are equally distributed between the back-end servers; however, Server 1 has higher CPU performance and receives the same number of requests as Server 2. Thus, server 1 has idle resources. If certain requests were redistributed from Server 2 to 1, the response time would be shorter. With the weighted round-robin load balancer, the packets are distributed to the back-end servers in a 2:1 ratio, according to the relative
speeds of the CPUs. As expected, then, WRR is the most efficient load balancer in this scenario. With the random load balancer, more requests are distributed to Server 2, which shows lower CPU performance and increased the response time. Similarly, with the connection hash load balancer, the uneven request distribution increases the server response time.

Table 1 and Table 2 show the dispatching failure rate for SDN-based load balancer, LVS, and HAProxy. In Table 1, Legacy SDN method indicates that we use a controller that implements the round-robin algorithm to help an OpenFlow-based switch execute load balancing job. When a controller is available, our proposed P4 load balancer can achieve a failure rate of 0% because includes a controller. Since the legacy SDN has no health-check function, all requests that are directed to server 4 get no response; therefore, the failure rate is 25%. When no controller is available, the
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Figure 7. Results of Scenario 2

Table 1. Dispatching failure rate for SDN-based load balancer

<table>
<thead>
<tr>
<th>Connection</th>
<th>Hash</th>
<th>Random</th>
<th>RR</th>
<th>WRR</th>
<th>Legacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/ controller</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>25%</td>
</tr>
<tr>
<td>w/o controller</td>
<td>25.4%</td>
<td>24.4%</td>
<td>25%</td>
<td>40%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 2. Dispatching failure rate for LVS and HAProxy

<table>
<thead>
<tr>
<th>Failure rate</th>
<th>LVS</th>
<th>HAProxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>25%</td>
<td></td>
<td>0.1%</td>
</tr>
</tbody>
</table>
dispatching failure rate is ~25% for three of our proposed P4 load balancers. Since these three algorithms dispatch requests evenly among the servers, and one of four servers is down without the controller knowing it, the failure rate is ~25%. For WRR, the weight for server 4 is 4, indicating that 40% of all requests will be dispatched to server 4; therefore, we expect the failure rate to be 40%. For the Legacy SDN method, when the controller is unavailable and the OpenFlow based switch does not have stateful objects to remember the processing status, load balancing fails entirely. The dispatching failure rate is 100%. Because the LVS has no health-check capability, all requests directed to server 4 will get no response. The failure rate for LVS is 25%. For HAProxy, the dispatching failure rate is similar to our proposed P4 load balancers, i.e., very close to 0%. However, the health-check packets (TCP SYN sent from HAProxy, TCP SYN+ACK sent from server, and TCP RST+ACK sent from HAProxy) are sent out seven times for each server while the HAProxy executes the dispatching-failure test program, adding the overhead to the data communication channel. If we want to decrease the dispatching failure rate, health checks should be executed at shorter intervals, but then the added overhead would tax the available network resources. In our P4 switch, however, we use distinct channels to monitor the health of backend servers; therefore, health-check packets will not add overhead to the data plane.

5 Conclusion and Future Prospects

This study has presented the performance of a P4 switch running four different load-balancing algorithms. These implementations demonstrate that the P4 language’s stateful objects such as registers allows a load balancer to function without the requirement of the controller for P4 switches. Conventional OpenFlow-based switches will fail in load balancing if the connection to the control plane fails. If a controller is available, moreover, the controller can perform health checks on the backend servers in conjunction with our P4 load balancer. If a back-end server is down, the P4 load balancer can reroute the request to a functioning backend server. Compared to LVS, a P4 load balancer can provide a lower dispatching failure rate. The P4 load balancer achieves similar performance to that of HAProxy. The P4 load balancer offers the advantage of separating health-check and data packets on different channels, while HAProxy uses the same channel for both types of packets. The P4 load balancer therefore integrates health checks without increasing overhead in the data plane.

Our experimental results also show that if the CPU speeds of the back-end servers are equal, the round-robin algorithm is most efficient. If the back-end servers have disparate CPU speeds, the weighted round-robin load balancer is most efficient. Although the load balancer presented above is compatible only with Layer 4 schemes, we plan to design one for Layer 7 in future work. Moreover, because of the poor performance of the bmv2 software switch [25], we intend to port the code to the NetFPGA hardware platform and measure how much latency is introduced by running P4 code on the hardware. Finally, further design work and comparisons with HAProxy, LVS, and Nginx are expected to improve P4 load balancers in the future.
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