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Abstract 

With the development of the fifth-generation network 

(5G), the base station is becoming denser and denser, 

which leads to the user device is covered by multiple 

edge servers in mobile edge computing. Based on this, 

user devices have more options to decide on which server 

to offload the tasks. However, there may be still a few 

user devices located on the edge of a region that is not 

covered by any edge servers. The user device can only 

execute tasks locally resulting in excessive latency or 

energy consumption. To solve the problem, in this paper, 

an Enhanced PRiori Offloading Mechanism with joint 

Offloading proportion and Transmission (EPROMOT) 

power algorithm is proposed. Firstly, a mobile edge 

computing (MEC) model with device-to-device (D2D) 

technology is proposed. Then a tradeoff problem consists 

of the overhead of latency and energy consumption is 

formulated. Next, a Genetic algorithm is adopted to 

resolve the tradeoff problem. Besides a prevention 

mechanism is proposed to increase the robust when the 

edge server is shut down during the offloading time slot. 

Finally, experiments have performed to show the 

outperformance of the EPROMOT algorithm. 

Keywords: Device-to-device (D2D) technology, Genetic 

algorithm, Prevention mechanism 

1 Introduction 

In the era of the fifth-generation network (5G) and 

the Internet of Things (IoT), user devices provide 

convenience in all aspects of our lives [1-2]. Many 

advanced applications have also evolved. Nevertheless, 

limited computing resources, power battery, and 

storage capacity for most devices cannot meet the 

demands of computation-intensive and delay-intensive 

applications. In that case, the quality of experience 

(QoE) is hard to satisfy.  

To solve the above problem, mobile edge computing 

(MEC) is developed rapidly in those years. By 

adopting MEC. MEC offers Cloud capabilities for the 

user device through the backbone. In this case, those 

computation-intensive [3-4] and delay-intensive tasks 

[5] can be offloaded to the MEC server in binary or 

partially [6-8] and cached in the edge server as well [9]. 

Based on this, a lot of applications and technology 

have been further developed [10-15].  

The base station is becoming denser and denser due 

to the 5G era, which leads to the user device is multi-

covered in mobile edge computing. Since the user 

device can offload tasks to the edge server, the user 

devices have more options to decide on which server to 

offload the tasks. Based on this, the user device will 

waste lots of workloads to decide which server to 

offload the task in the task offloading decision phase. 

The previous work [16] proposed a distributed 

PROMOT (PRiori Offloading Mechanism with joint 

Offloading proportion and Transmission) power 

algorithm to reduce the workload during the task 

offloading decision phase. 

However, the previous work [16] hasn’t considered 

the situation that there may be still a few user devices 

located on the edge of the region that is not covered by 

any edge server under the multi-cover scenario. The 

user device has to execute tasks locally if it is not 

covered, which can lead to excessive and unaccepted 

latency and energy consumption. Besides, if there is an 

edge server shuts down during the offloading time slot, 

the tasks of the user device can be all failed.  

In the paper, an enhanced PROMOT (EPROMOT) 

algorithm is proposed to solve the mentioned above 

problems. In the algorithm, the device-to-device (D2D) 

technology is adopted. If the user device is not covered, 

the user device will offload tasks to the D2D device by 

an appropriate offloading proportion and transmission 

power. Besides, a prevention mechanism is proposed to 

improve the robust considering that the edge server 

may be shut down during the time slot. The main 

contribution is as follows: 

‧ We conduct a D2D-enabled edge computing system, 

in which most user devices are covered by several 

edge servers and the rest are not covered by any 
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edge servers. D2D technology is adopted to improve 

the performance of the uncovered user devices. 

‧ A tradeoff problem consists of the overhead of 

latency and energy consumption is formulated. To 

deal with the problem, An Enhanced PRiori 

Offloading Mechanism with joint Offloading 

proportion and Transmission (EPROMOT) power 

algorithm is proposed to improve the system 

performance.  

‧ A prevention mechanism is proposed to further 

improve the system performance when the edge 

server shuts down during the offloading procedure. 

‧ Simulations are carried out to evaluate the 

performance which proved efficient of EPROMOT 

algorithm. 

2 System Model 

The system model is depicted in Figure 1, we 

assume that there is a region that consists of M edge 

server and N user devices, and the location of the user 

device in the region is random. Most user devices are 

covered by several edge servers and the rest are not 

covered by any edge servers. The user device is 

connected to a nearby device, called D2D device, 

through a D2D connection. A user device is paired 

with only one D2D device. We take in our 

consideration that every user device submits their tasks 

with the arrival rate
i

λ  as stated by the process of 

Poisson [17]. A quad max max

, , ,
i i i i

S C T E< > is used to 

represent the computation task, where 
i

S  denotes the 

size of task i, 
i

C  denotes the necessary needed Central 

Processing Unit (CPU) cycles to complete the task, 
max

i
T  and max

i
E denotes the completion time and energy 

of task i that user device can be tolerated, respectively. 

Task can be split into several parts and offloaded due 

to adopted partial offloading model. 

The edge server adopts the heterogeneity M/M/1 

queue model with different service rates 
j

SR . 

2.1 Local Execution Model 

We first introduce the local execution model. We 

use 
,i l

Pro  denotes the proportion that task i left in local 

user devices for executing. Let assume that the 
,i l

f  

denotes the capacity of local user device i. The latency 

of task i executed in the local user device can be 

defined as follows: 

 
,

,

,

i l iexe

i l

i l

Pro C
t

f
=   (1) 

 

Figure 1. The system model 

The widely used model as 2fε κ= [18] is adopted to 

calculate the local energy consumption locally, where 

κ  is the energy coefficient and f denotes the 

frequency of CPU. Therefore, the energy consumption 

of task i executed locally can be obtained as follows: 

 2

, , ,

comp

i l i l i l ie f Pro Cκ=   (2) 

2.2 Remote Execution Model 

The remote execution model includes the D2D 

execution model and the edge computing model. All 

overhead is generated by the transmission and 

execution procedure. But the overhead of computation 

result feedback can be neglect, as the data size is much 

smaller than the original size [19]. 

To calculate the overhead during the transmission 

phase, the transmission rate needs to be obtained first. 

The Shannon formula [20] with device and background 

noise interference is adopted. Then the transmission 

rate of user device i transfer tasks to can be estimated 

as follows 

 
' ' '

i ,

, 2

0 \ ,

log (1 )
i j

i j

i k i i i j

Po h
R B

N Po h
∈

= +
+ Σ

  (3) 

where B is the bandwidth of the channel and 
0

N  is the 

noise interference of background. 
i

Po  (
max

0
i

Po Po< ≤ ) 

denoted as the transmission power of the user device i 

within the maximum transmission power
max

Po , 
,i j

h  

denoted as the gain of the channel between the user 

device i and the offloading carrier (the edge server or 

the D2D user device). The remaining items in the 

denominator are interference between user devices 

2.2.1 D2D Execution Model 

Then we calculate the overhead when a part of task i 
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is offloaded to the D2D device, the notation
,i d

Pro  is 

denoted as the proportion of the task i offloaded to the 

D2D device. The transmission latency can be obtained 

as follows: 

 
,t

,

,

i d irans

i d

i d

Pro S
t

R
=   (4) 

And the energy consumption when task i transferred 

to the nearby user device is also obtained as follows 

 
,t

, ,

,

i d irans trans

i d i d i i

i d

Pro S
e t Po Po

R
= =  (5) 

When the transmission procedure of the subtask of 

task i to the D2D device is completed, the subtask of 

the task i will execute in the D2D device. Thus, we can 

obtain the latency when the subtask executed in D2D 

device as follows 

 
,

,

,

i d icomp

i d

i d

Pro C
t

f
=  (6) 

where
,i d

f  is the computing capacity of the D2D device 

of user device i. 

And the energy consumption of task i can be 

obtained when task offloaded to the D2D device as the 

follows 

 
, , ,

com com trans

i d i d i d
e p t=   (7) 

where 
,

com

i d
p  represents the energy consumption level 

[21-22]. We assume that the D2D devices can receive 

the offloaded task for having far enough capacity to 

execute their task. 

2.2.2 Edge Server Execution Model 

The user device can offload its tasks to the 

connected MEC server to increase the performance. 

However, the user device at the edge of the region 

maybe not covered by any MEC server when the edge 

server location is fixed. Thus, a binary variable is been 

used to denote the user device i is covered by a MEC 

server or not as follows 

 
1,  

0,  
i

The user device is coverd
X

Otherwise

⎧
= ⎨
⎩

  (8) 

To improve the efficiency of the task offloading 

decision making, the mathematical expectation is used 

in this paper. For each connected edge server of the 

user device, the offloading probability when user 

device i offload its tasks can be calculated as follows 

 
,

j

i j i

k

k

SR
prob X

SR
=

∑
  (9) 

where 
j

SR denotes the service rate of the MEC server j, 

the total number of MEC servers that user device i 

connected is k. 

When the probability has been calculated, the 

expectation of transmission latency can be calculated. 

Let’s assume that the proportion of the task i offloaded 

to the edge server is 
,i e

Pro , then the transmission time 

expectation of task i can be estimated as follow 

 
,

, , ,

,

= =

i e itrans trans

i e i i k i i k

k k i k

Pro S
t X t X prob

R
∑ ∑   (10) 

After the transmission time expectation of the task i 

offloaded to the MEC server is been calculated, the 

energy consumption can be obtained as well. Let’s 

notate that the energy consumption expectation for 

transmitting the data from the user device i to the edge 

server as 
,

trans

i e
e  follows: 

 
, , ,

trans trans

i e i i k i i k

k

e X prob Po t= ∑   (11) 

Then the widely used queuing theory is applied in 

edge computing [16-17, 23], and each edge server 

upholds a heterogeneity M/M/1 queue. As shown in 

Figure 2. 

 

Figure 2. The conceptual structure of the offloading 

procedure in the edge server 

According to the M/M/1 queuing model, the latency 

of task i executed in MEC server j can be found in the 

following equation: 

 
,

,

1
=

exe

i j i

j i e i

t X
Sr Pro λ−

 (12) 

The execution time of task i is uncertain until the 

user device decides which edge server to offload tasks 

to. Thus, we use the expectation value as the execution 

time of task i. We can obtain the expected time of task 

executing as follow 

, , , ,

,

1exe exe

i e i i k i k i i k

k k k i e i

t X prob t X prob
Sr Pro λ

= =

−

∑ ∑   (13) 

Then, the expectation value of execution energy 

consumption is shown in the following equation 

 
, ,

comp exe

i e i e
e tϖ=   (14) 

where ϖ is the energy coefficient of edge computing 

server. 
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2.3 Problem Formulation 

Through the above analysis, we can know that the 

latency of completing a task is included three-part: 

local execution latency, D2D execution latency, and 

the edge server execution latency. However, the 

offloading procedure is distributed, which means all 

three-part are synchronized. The total latency of 

executing the whole task is the largest time 

consumption within the above three parts. The total 

delay of task i when offloading its task in a distributed 

way is specified by 

 t t

, , , , ,
max{ , , }total exe rans exe rans exe

i i l i d i d i e i e
T t t t t t= + +   (15) 

Although the above three parts are running 

simultaneously, the energy consumption of executing 

the entire task i is the sum of the three parts of energy 

consumption. The energy consumption of task i can be 

described as follows 

 
, , , , ,

e
total comp trans comp trans comp

i i l i d i d i e i eE e e e e= + + + +   (16) 

The energy consumption and delay is usually used 

as the criteria of users’ Quality of Experience (QoE), 

thus a tradeoff offloading utility consist of energy 

consumption and latency is designed as follow 

 
, , ,

( , , , )
i i l i d i e i

utility Pro Pro Pro Po   

 
max max

max max
(1 )

total total

i i i i

i i

T T E E

T E
α α

− −

= + −   (17) 

where 0 1α< <  is the user’s preference on latency and 

energy consumption, the network operator can set the 

value of α according to the needs. 

In this paper, the maximization system utility of the 

considered D2D-enabled MEC system is our goal, in 

which the system consists of covered and uncovered 

user devices. As the system utility is a tradeoff 

between latency and energy consumption, we can 

obtain the optimization problem as follow 

, , ,

, , ,

max

i l i i d i e
Pro Po Pro Pro

, , ,

1

( , , , )
M

i i l i d i e i

i

U utility Pro Pro Pro Po
=

=∑ (18) 

 subject to 
, , ,

+ + =1
i l i d i e

Pro Pro Pro   (18a) 

 
, , ,

0 , , 1
i l i d i e

Pro Pro Pro< <   (18b) 

 
max

0
i

Po Po< ≤   (18c) 

 maxtotal

i i
E E<    (18d) 

 maxtotal

i i
T T<    (18e) 

 {0,1}
i

X =    (18f) 

The constrictions in the formulation above can be 

clarified as given: constraint (18a) and (18b) implies 

that the whole task divides into three sub-task and the 

proportion must greater than 0 and less than 1, 

constraint (18c) indicate that the transmission power 

that adopted during the offloading procedure must 

within the maximum transmission power of the user 

device, constraint (18d) and constraint (18e) indicate 

that the energy consumption and latency cannot exceed 

the maximum tolerate energy consumption latency, 

constraint (18f) indicate that the user device is covered 

or not, there is not the third situation comes out. 

3 Algorithm Design 

3.1 EPROMOT Algorithm 

Through the analysis of the system model, the above 

optimization problems can be divided into two 

problems in different situations. 

Situation 1: the user device is not covered with any 

edge servers. For that case, the binary variable X is 

equal to 0. The offloading proportion of edge 

server
,i e

Pro  is equal to 0 due to the user device cannot 

offload tasks to the edge server. And the user device 

can only offload tasks to the connected D2D device. 

The optimization problem can be formulated as follows: 

 
0 0 0

, ,
, ,

max

i l i i d
Pro Po Pro

, ,

0 0 0

1

( , , )
i l i d i

Un

i

i

U utility Pro Pro Po
=

=∑   (19) 

where the variable Un  is denoted as the number of 

uncovered user devices. The superscript of the notation 

0 indicates the optimization offloading proportion and 

transmission power of situation 1. 

Situation 2: the user device is covered with several 

edge servers. For that case, the binary variable X is 

equal to 1. It means that the user device can offload 

tasks not only to the D2D device but also to the 

connected edge server. The optimization problem can 

be formulated as follows: 

1 1

,
1 1

, ,

,

,

max

i l i

i d i e

Pro Po

Pro Pro

, , ,

1 1 1 1

1

( , , , )
i l i d i e i

M Un

i

i

U utility Pro Pro Pro Po
−

=

= ∑  (20) 

where the superscript of the notation 1 indicates the 

optimization offloading proportion and transmission 

power of the situation 2. 

The above problem is a multi-objective optimization 

problem, and we proposed EPROMOT power 

algorithm to solve the problem. The widely used 

Genetic Algorithm (GA) is adopted [24] in the 

EPROMOT algorithm. We first initialize the 

parameters in the GA algorithm, then encode the 

optimization problem and evaluate the fitness value. 

Through iterative selection, crossover, and mutation 

operation, an optimal solution is finally obtained, 

which is the best transmission power and offloading 

proportion of the EPROMOT algorithm. 
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After the optimization solution is obtained, the user 

device will generate several intervals according to the 

offloading probability of each connected edge server 

[16]. There is no need to generate intervals if the user 

device is not covered. Then the user device can offload 

tasks according to the optimization solution.  

The flowchart is shown in Figure 3 and the 

pseudocode is shown in Algorithm 1.  

Figure 3. The flowchart of the EPROMOT algorithm 

 

Algorithm 1. Proposed EPROMOT algorithm 

Input: local device information, D2D device information, edge server information, network information, the initial 

parameters for the GA algorithm.  

Output: 
,i l

Pro ,
,i d

Pro , 
,i e

Pro , 
i

Po  

1. Initialize the local devices, D2D devices, edge servers. 

2. Broadcast the information between local devices, D2D devices, edge servers. 

3. The local device i calculate the task overhead and formulate an optimization problem 

4. Initialize the parameters for the GA algorithm. 

5. If local device i connect edge server, then 

6. Use the optimization problem as fitness function and adopt the GA algorithm to obtain 1

,i l
Pro , 1

,i d
Pro , 1

,i e
Pro , 1

i
Po  

as the output. 

7.  The user device generates different intervals between 0 and 1 according to the offloading probability. Each 

interval denotes the select interval of an edge server.  

8. The user device generates a random number, and select an edge server offloads task based on the interval of 0-

1 where the random number belongs. 

9. If the local device isn’t connected with any edge servers, then 

10. Use the optimization problem as fitness function and adopt the modified GA algorithm to obtain 0

,i l
Pro , 0

,i d
Pro , 

0

i
Po as the output. 

11. User device i offloads tasks according to the output. 

 

3.2 Prevention Mechanism 

Notice that EPROMOT algorithm is continuously 

run at the start of a time slot, this means that the 

transmission power and offloading proportion keep 

stable during the offloading time slot. When the edge 

server is shut down during the time slot, we divide this 

situation into two cases: 

Case 1: the user device is only connected with one 

edge server which is shut down. It means that the user 

device can only offload tasks to the connected D2D 

device. Then the task will be offloaded to the D2D 

device according to the output of EPROMOT which 

the superscript is 0. This the reason that we save the 

offloading proportion and transmitted power when 

only the D2D device is the offloading carrier even 

though the edge server is connected. 

Case 2: the user device is connected with multiple 

edge servers. When the connected servers are shut 

down, the user device can choose another edge server 

to offload tasks. We use the following rule to choose 

the offloading edge server: 

 .
-1

max

k

1 1 1 1

, , ,
( , , , )

i
i i l i d i e

utility Pro Pro Pro Po   

 −

, ,

0 0 0( , , )
i l i d i

i
utility Pro Pro Po  (21) 

For a given best transmission power and offloading 

proportion, we calculate the difference value in system 

utility between offloading the task directly to the D2D 

device and offloading it to the remaining 1k −  edge 

servers. If the difference value is less than 0, then we 

offload tasks only on D2D devices, because offloading 

to D2D devices has a higher system utility. If the 

difference value is greater than 0, we select the edge 

server with the largest difference value as our backup 

offloading server. The following Figure 4 is the 

flowchart of the prevention mechanism. 

 

Figure 4. The flowchart of the prevention mechanism 
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4 Performance Evaluation 

Numerical results are introduced to measure the 

performance of the proposed EPROMOT, as compared 

to the following two benchmark systems. 

‧ The Offloading Proportion optimization and the 

Queue theory adopted with Random power allocation 

(OPQR) algorithm: this scheme only optimizes the 

offloading proportion, the transmission power is 

randomly chosen under the maximum transmission 

power. And the queue theory is adopted. 

‧ The previous PROMOT scheme [16]: this scheme 

optimized the transmission power and offloading 

proportion, the queue theory is been also adopted. 

However, the uncovered user device located at the 

edge of the region is not considered into system 

optimized. 

We usually focus on the offloading proportion when 

adopting the partial offloading model, the transmission 

power allocation is omitted. We can analyze the impact 

of the transmission power on the system utility by 

comparing scheme 1. And we can further analyze the 

impact of the D2D device on the uncovered user device 

by comparing the scheme 2. 

Those several edge servers and user devices are 

installed in a range of 50m× 50m region. Edge servers, 

user devices, and D2D devices can communicate by an 

antenna. The tolerate latency and energy consumption 

we assumed is 15J and 2s respectively [16]. The main 

parameters used in this paper can be shown in Table 1. 

A windows operating system that contains CPU with 

dual-core, eight gigabytes (GB) of memory and one 

terabyte of second storage memory is been used as the 

simulation environment. 

Table 1. Simulation parameters  

Parameter Name Value 

i
λ

 
1.5 MIPS 

,i l
f

 1GHz 

κ  
-27

5 10×  
ϖ  16 [16] 

,

com

i d
p

 
36dBm [21] 

B  20MHz 

0
N

 
-110dBm 

max
Po  20dBm 

,i j
h

 10
140.7 36. log7 d+

 
[25] 

SR  10~15MIPS 

 

We now evaluate the average system utility 

performance under the different number of user 

devices. As shown in Figure 5, we compare the number 

of user devices from 10 to 100. The EPROMOT 

algorithm always performs best than the other two 

schemes. This because the other two schemes didn’t 

consider the situation that there will be some user 

device located at the edge of a region that may not be 

covered, which causes the user device to generate 

excessive overhead. 

 

Figure 5. Comparison of average system utility against 

the different number of users 

Then we discuss the impact of the D2D device 

capacity on the system utility. Observe from Figure 6, 

the trend of EPROMOT algorithm curve is upward, 

and the curve of the other two schemes, in general, 

keeps stable. This because the EPROMOT algorithm 

adopted the D2D technology to solve the user device 

which not covered by edge server located at the edge 

of the region for improving the system utility. The 

D2D devices have high capacity mean those devices 

have high processing probability. 

 

Figure 6. Comparison of average system utility against 

the different capacity of the D2D device 

Figure 7 shows the impact of the increasing number 

of uncovering user devices on average system utility. 

In Figure 7, the gap between those three curves 

becomes larger and larger, and the general trend is 

downward. This because when the user device cannot 

offload the tasks to the edge server, the EPROMOT 
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algorithm can lead the user device offloads task to the 

D2D device. In that case, the user device can go on 

offloading tasks. 

 

Figure 7. Comparison of average system utility against 

different number of the uncovered user device 

We discuss the impact of the edge server keeps 

increasing shut down on average system utility in 

Figure 8, the number of user devices we simulate is 20. 

As can be observed, the average utility keeps down 

with the decreasing of the edge server shut down. 

However, the average utility of EPROMOT algorithm 

is always having a better outperformance than the other 

two schemes. Based on this, it is sufficient to prove 

that the prevention mechanism we proposed is of good 

usability. 

 

Figure 8. Comparison of average system utility against 

different number of the edge server shut down 

We now evaluate the impact of the increasing 

number of uncovered user devices on latency and 

energy consumption. Figure 9(a, b) show the average 

time and energy consumption when we vary the 

uncovered users device under the PROMOT algorithm 

and EPROMOT algorithm. From Figure 9(a), we can 

see that the general trend is upward, which means the 

more uncovered user device, the more energy 

consumption. Although tasks can be offloaded to the 

D2D device in the EPROMOT algorithm, the energy 

consumption is increasing with the increasing of 

uncovered user devices. It can also observe that the gap 

of energy consumption between the RPOMOT 

algorithm and the EPROMOT is larger and larger with 

the increasing of uncovered user devices. Observe 

from Figure 9(b), the gap of latency between the 

RPOMOT algorithm and the EPROMOT is larger and 

larger with the increasing of uncovered user devices. 

The reason for that in the two algorithms is that the 

processing ability of the D2D device is lower than the 

edge server. 

 

(a) Average energy consumption 

 

(b) Average time consumption 

Figure 9. Comparison of average system utility against 

the different numbers of the uncovered user device, 

evaluated on the different number of the user device of 

PROMOT algorithm and EPROMOT algorithm 
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5 Conclusion 

To solve the user devices located on the edge of a 

region which may not be covered and improve the 

system utility, we proposed an Enhanced PRiori 

Offloading Mechanism with joint Offloading proportion 

and Transmission (EPROMOT) power algorithm. In 

the EPROMOT algorithm, we adopted the D2D 

technology to improve the performance of the uncovered 

user device. And a Genetic algorithm is used to find the 

optimization offloading proportion and transmission 

power between the local device, MEC server, and D2D 

device. To improve the system utility when the edge 

server is shut down during the offloading procedure, a 

prevent mechanism is proposed, in which the user can 

choose another edge server to offload tasks or just 

offload tasks to the D2D device. The simulation result 

shows the outperformance compare to other 

benchmarks from several aspects. 
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