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Abstract 

The social media has provided users with the chance to 

publish their written and multimedia content and express 

feelings and emotions about particular subjects via the 

internet. However, some users have abused these 

platforms by performing various acts such as Cyber-

Bullying and Cyber-Harassment. These phenomena are 

dangerous and have negative psychological, health, and 

social effects. Although multiple works have focused on 

detecting these phenomena on English text, few works 

studied this phenomenon on Arabic. Moreover, these 

works used limited number of methods and datasets. 

Furthermore, there is a lack in Arabic datasets that are 

concerned with this topic. 

We propose the use of Machine Learning to detect 

such negative written acts. We apply various 

classification algorithms to the dataset, and we use 

various Arabic Natural Language Processing (NLP) tools. 

To evaluate the performance of the classifiers, we use 

Recall, Precision, and F1-Measure. The results show that 

the Random Forest algorithm yields the highest values of 

F1-Measure. The same results occurred when no 

stemming and no stop-word removal are applied. 

However, when separating datasets into Facebook Posts 

dataset and Twitter Tweets dataset, SVM gives the 

highest F1-Measure value. Significant tests were 

conducted to support our results.  

Keywords: Social media content, Cyber-Bullying, 

Cyber-Harrasement, Machine learning, 

Natural language processing 

1 Introduction 

Since the introduction of the first social media 

platform on the internet, the social media has been 

increasing and spreading in all societies, including 

Arab societies, where they have become a rich source 

in expressing opinions, emotions, and sentiments. 

Facebook and Twitter are two of the most social media 

widely used applications in the Arab world. Facebook 

and Twitter environment allow bullies to bully and 

harass vulnerable groups because there is no 

censorship from government agencies and lack of 

awareness through social media. Do not forget also the 

strong impact on the victims where it is very easy to 

transfer and spread bullying and harassment to reach as 

many users as possible, making the situation worse. To 

make Arab social media a safe environment for all 

groups of society, cyber-bullying and cyber-

harassment must be detected through Twitter tweets 

and Facebook posts. The importance of the Arabic 

language lies in the increasing number of its speakers, 

whether native speakers or non-speakers [1]. The 

advantages of the Arabic language that the addition of 

accessories to the root of the triangular gives several 

derivations including (name; ا��), (verb; ���), (adverb; 


	ل) and (adjective; ��. [2-3].  

NLP is used in the creation and development of 

many modern applications [2-4]. Arabic NLP depends 

on Morphological analyzers/generators and Syntactic 

analyzers/generators [2]. And one of the difficulties 

faced by NLP is the richness of the Arabic language 

morphology [5].  

Despite the importance of detecting Arabic cyber-

bullying and cyber harassment on social media, this 

topic has attracted only few studies [6-7]. Furthermore, 

these studies used limited number of classifiers and 

Arabic NLP techniques.  

In our research, we applied supervised machine 

learning; classification using several classifiers such as 

K-Nearest Neighbor [8], Support Vector Machine [9], 

Random Forest [10], and J48 [11], and Naive Bayes 

[12]. Texts are classified based on previously trained 

and categorized groups. We made various experiments 

using various ANLP techniques to study their effect on 

the classification process. Moreover, we collected two 

datasets from social media. This would provide more 

reliable results. 

The contribution of this work is as follows. 

‧ Providing an efficient Arabic cyber-bullying and 
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cyber-harassment method on social media. 

‧ Providing a comprehensive study using various 

classifiers, various ANLP, and multiple social media 

datasets. 

‧ Insisting on the importance of Arabic offensive 

language detection on social media. 

The rest of the study is planned as follows: Section 

Literature Review reviews the most related works. 

Section Methodology shows the methodology used in 

this research including: dataset collection, text 

preprocessing, and classification and evaluations. The 

experimental results including its dissuasion and the 

significant tests are given in section Experimental 

Results. The conclusion is in section Conclusions, and 

the final part is the references section. 

2 Literature Review 

In this section, we give some review of previous 

researches related to Arabic Social Media, Arabic 

Natural language processing tools, Machine Learning 

using Arabic Document, and Cyber-bullying and 

Cyber-harassment. 

[13] analyzed emotions in Twitter through what is 

known as SemEval. Their tasks identifying the overall 

sentiment of the tweet, sentiment towards a topic with 

classification on a two-point and on a five-point 

ordinal scale. 

[14] created a continuous flow of annotated Arabic 

twitter data through semi-supervised online learning. 

The results showed that the method gives good results 

for subjectivity analysis, and they showed a significant 

drop in performance for sentiment analysis.  

[15] proposed a framework that combines sentiment 

analysis and subjective analysis through social media, 

with the aim of determining whether or not users are 

interested in a particular subject. The results of the 

experience were very encouraging for further research.  

[16] studied research issues facing Arabic sentiment 

analysis through social media. The authors 

immediately suggested minimizing the challenges 

faced by Arab sentiment analysis, through determining 

the semantic orientation of Arabic Egyptian tweets. 

[17] suggested using ML techniques to determine 

the polarity of tweets written in Arabic with the 

presence of dialects. The results showed that the dialect 

lexicon of the dialects increases the accuracy of the 

classifiers. 

[18] developed SAMAR, a subjectivity and 

sentiment analysis (SSA) method for the Arabic social 

media. They produced annotated data for there is no 

gold-labeled social media SSA data for the Arabic 

language. The annotated data contains an assortment of 

DARDASHA (DAR) data. 

[19] collected political articles and comments 

manually and made several copies of them. Then they 

researched the performance of different feature 

reduction techniques and several classifiers on data-

sets. As well they compared namely the Traditional 

Text Categorization approach and the Stylometric 

Features approach as feature detection approaches. 

[20] proposed a model based on correcting wrong 

Arabic words, they used machine learning algorithms; 

Support Vector Machine (SVM) to develop the model. 

The author’s utilized 1,300,000 tweets arrive from 

49,200 Twitter accounts to create the bigram-words list 

containing misspelled words. 

[21] discussed the rule-based approach that has 

positively been used in emerging numerous natural 

language processing systems. The benefit of the rule-

based approach over the corpus-based approach is clear 

for fewer-resourced languages, for which big corpora, 

may be parallel or bilingual, with representative 

structures and entities are neither available nor simply 

affordable, and for morphologically plentiful languages. 

[22] compared stemming and light stemming. The 

results showed the light stem representation was 

superior in terms of classifier accuracy.  

[23] designed a tailored new Arabic light stemmer 

called P-Stemmer. It deletes prefixes from words. By 

evaluation techniques commonly used in the 

information retrieval community, including 10-fold 

cross-validation and the Wilcoxon signed-rank test, 

they displayed that their approach stemming and 

classification are superior to state-of-the-art techniques. 

[24] suggested creating Shami corpus, the first 

Levantine Dialect Corpus (SDC) covering data from 

the four dialects spoken in Palestine, Jordan, Lebanon, 

and Syria..  

[25] studied the classification of the Arabic language. 

They suggested an approach to tackle these challenges. 

The proposed approach used the Frequency Ratio 

Accumulation Method (FRAM) as a classifier. Its 

features are selected using a bag of word technique and 

an improved. 

[26] presented the second version of AlKhalil 

Morpho analyzer. The second version was created to 

correct the errors in the first version, and to strengthen 

the database with the missing data, the second version 

became more accurate in analysis and high coverage 

exceeding 99% for the words that have been analyzed. 

[27] compared TF-IDF and syntax-based for feature 

selection and weighting, and class association rules vs. 

support vector machines for classification. The results 

showed the classification of lightly stemmed text gives 

more performance than the classification based on 

roots. 

[28] compared three types of classifiers for Arabic 

text categorization. The results showed that the 

classification of the Arabic text using the NB 

outperforms the other classifiers. 

[29] used Support Vector Machines (SVM) method 

in classifying Arabic text documents. They concluded 

that the Rocchio classifier gives better results when the 

size of the feature set is small, while the set of features 
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is great, the classifier is superior to other classifiers. 

[30] studied text classification to extract useful 

information from big data. The results showed that the 

SMO classifier outperforms the three other classifiers 

as a training model and a classifier. 

[31] improved classification accuracy by combining 

Naïve Bayes algorithm with Support vector machine 

by stacking.  

[32] suggested a new multi-label classification 

algorithm named ITDGM. The algorithm is based on 

the interaction-based gravitational coefficient (IGC) 

and utilizes the algorithm to place the gravitational 

force to replace the mass of the particles.  

[33] proposed a solution to the problem of document 

noise, specifically documents in Arabic, through a new 

Keyphrases extraction algorithm based on the Suffix 

Tree data structure (KpST). The results showed the 

approach for extracting Keyphrases improves the 

clustering results, and it is useful to support the 

research in the field any Arabic Text Mining 

applications. 

[34] studied datasets collected from Twitter to 

understand the behavior of students at King Abdulaziz 

University. The dataset was compiled by developing a 

desktop application using the programming language, 

it is called Twitter Data Grabber, and the tweets were 

gathered in fifty days. These datasets inclusive 1,121 

tweets. The authors used the K-Mean clustering 

algorithm unsupervised machine learning with 

different vector representation schemes; TF-IDF (term 

frequency-inverse document frequency) and BTO 

(binary-term occurrence). 

[35] studied sentiment analysis by analyzing Arabic 

text and classifying it into previously known categories; 

Positive, Negative and Neutral. The author used a tree, 

Naïve Bayesian (NB), K Nearest Neighbor (KNN) and 

Support Vector Machines (SVMs) on Arabic Twitter 

corpus. The results showed that the SVM algorithm is 

superior of both NB and KNN in terms of recall, 

precision, and F1 measures. 

[36] studied three techniques to classify Arabic 

datasets. The results of the experiment showed that the 

Support Vector Machine algorithm gives better 

comparison results than other algorithms. 

[37] collected Arabic data-set from Twitter and 

applied Supervised Machine Learning algorithm 

includes; SVM, J48, C5.0, NNET (Neural Networks), 

NB, and k-NN classifiers, the better outcome was 

achieved by SVM classifier. 

[34] proposed a model for analyzing Twitter in 

Modern Standard Arabic and Arabian Gulf dialect 

using K-Means with different vector representation 

schemes like TF-IDF and BTO. The authors applied 

clustering methods because there is no predictable 

category. The outcome displays that better vector 

representation through BTO instead of the TF-IDF 

scheme. 

[38] suggested a methodology for extracting data 

from social networks. They used the power of 

sentiment analysis to detect cyber-bullying on Twitter. 

Then they used LingPipe tool to apply Naïve Bayes 

classifier, the result was achieved around 70%. 

[39] applied three studies that have been conducted 

to examine the prevalence of cyber-bullying among 

university on the Internet. The first study showed that 

text messages and media social communication are the 

most applications through which to carry out electronic 

bullying. The second study showed that features of the 

goal of cyber-aggressive comments influenced 

perceptions of cyber-bullying. Previous research 

results showed that the impact of peer-directed online 

comments is more negative than those directed at 

unknown or unspecified individuals. The third study, 

using a methodology for checking electronic bullying, 

showed that the place, comments and forum 

participation.  

[40] focused on increasing the prevalence of online 

social networking sites (SNS), especially among 

adolescents. Where it offers opportunities for cyber-

bullying. The study indicates that the causes of the 

emergence of electronic bullying are psychological 

distress. 

[6] presented predictive modeling detection of anti-

social behavior, offensive language, and harassment 

through Arab social media. The results showed that the 

SVM classifier gives high accuracy and when using 

used the N-gram feature, the performance of the SVM 

classifier improves.  

[41] studied the effects of the development of 

negative technology. 

Recently, bullying has become moving from schools 

into social media to be now recognized as cyber-

bullying. [7] suggested a solution to discovering and 

stopping cyber-bullying, from social media through 

two methods, a PHP language script for Twitter data 

and script in python to extract data from Facebook [7]. 

Table 1 shows the comparison between some 

previous researches. It can be concluded from these 

studies that only few studies concentrated on Arabic 

cyber-bullying and cyber-harassment such as [6-7]. 

Moreover, these studies used limited number of 

classifiers and ANLP techniques in their works. 

Furthermore, the used datasets were limited from one 

source such as YouTube reviews [6] and Twitter [7]. 

There is a vital need to concentrate more on the 

detection of Arabic offensive language and to study 

thoroughly using more comprehensive techniques. This 

was the motivation of our work. 

3 Methodology 

The chapter supplied an explanation of the 

implemented framework. The section demonstrates the 

overall methodology that must be followed to detection 

Cyber-Bullying and Cyber-Harassment by classification. 
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Table 1. Comparison of previous research 

Ref. # Data-set Data-set from Machine Learning Algorithms Best Result F1 

[16] 3,500 Arabic Tweets Twitter NB and SVM SVM 0.88 

[17] 22,550 Arabic Tweets Twitter NB and SVM NB 0.87 

[20] 1,300,000 Arabic Tweets Twitter SVM SVM 0.96 

[23] 237,000 Arabic news Articles Websites NB, SVM, and RF NB 0.99 

[29] 1,123 documents Websites NB, SVM, k-NN, and Rocchio SVM 0.88 

[34] 1,121 Arabic Tweets Twitter K-Mean K-Mean N/A 

[35] 3,700 Arabic Tweets Twitter NB, K-NN, and SVM SVM 0.72 

[37] 1,434 Arabic Tweets Twitter SVM, J48, C5.0, NNET, NB, and k-NN SVM 0.93 

[38] 15 million Tweets Twitter NB NB 0.67 

[6] 15,050 YouTube Comments YouTube SVM SVM 0.91 

[41] 1245 Tweets Twitter NB NB 0.86 

[7] 126,704 Tweet and Post Twitter and Facebook NB and SVM SVM 0.93 

 

3.1 System Architecture 

In this section, the research proposed the use of both 

clustering algorithms and classifications to detect 

Cyber-Bullying and Cyber-Harassment in social media. 

The system is represented in Figure 1. In details, the 

data is firstly collected from social media. Next, the 

data is cleaned before being processed using ANLP 

techniques. Later, the data is being used by classifiers 

to learn patterns, and finally, the classifiers can detect 

testing posts as intact or containing bullying/ 

harassment. Aside from this, a youtube channel, a 

facebook page, and a twitter page were created to 

increase the awareness of this topic. 

 

Figure 1. The proposed system architecture 

In order to gather datasets for training and testing, 

we have used posts from the most important social 

media in the Arab world; Facebook and Twitter. 

Facebook and Twitter are very popular with young 

people and teenagers. We have compiled data sets 

written in Arabic from Twitter and Facebook, where a 

large number of datasets must be collected for training 

and testing.  

To create a Twitter application, we visited the 

Twitter Developers Site, signed in, then went to “My 

Applications” and created a New Application. Create 

our Access Token, we chose the type of access we 

needed and make a note of our Oath Settings.  

RStudio and Rtool are two software tools used in 

statistics and mathematics to extract tweets from 

Twitter. The two programs are interconnected with 

each other and are provided when you download the 

RStudio. You have to download Rtools first in order to 

install the libraries RStudio.  

The total number of datasets is approximately 

19,650 tweets and post, before deleting duplicate data 

and deleting publications that have hashtags. After 

deleting all the tweets and frequent posts and after 

deleting Hashtag, the total number of datasets reached 

is 6,138 tweet and post. 

3.2 Pre-processing Tools 

3.2.1 Normalization 

Normalization is a process by the researcher to place 

all sentences in a common form to ensure the 

consistency in the text. Such conversion makes it easy 

to handle and is considered an earlier step for the 

Stemming.  

To do normalization we created a code in Java 

programming language, where we used version 8.0.2 to 

construct our code. The code removes the Diacritics to 

demystify the words, remove the elongation, remove 

numbers and non-Arabic letters, remove special 

characters and punctuation, replacing ‘Alif’ ( ا.... أ , إ, � ) 

and ‘Yeh’( ى.... ي   ), ‘Taa Marbuta’ ( �.... ة  ) and ‘Hamza’ 

( ؤ,ئ .... ء   ) . Table2 Normalization Examples shows 

some Normalization examples.  
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Table 2. Normalization Examples 

Normalization examples. 

Strip Diacritics  ا���اة/ ا���أة  (The woman)  ا���اة/ا���أة  

Strip Elongation   ا���اة/ راة ..ا��  (The woman) 

Normalize Hamza  ء,، ؤ� ء / 

Normalize Alif �   َا ،أ،/ أ   

Normalize Yeh  ي / �  

Normalize Taa Marbuta   � /ة  

Normalize Repeated words   ا�ا !�ا/ !�!  (Very Very) 

Normalize Repeated letters 
'&%$"	 / '&%$ووو"	  

( Infoooormed Us) 

 

3.2.2 Stopword Removal 

Stop Word Removal is one of the pre-processing 

steps for texts before analysis. It is based on the 

exclusion of common words that have no value in the 

text and does not help the user to analyze texts and 

extracting the needs of the text. Stop-words are noise 

words, where the words of the text are compared with 

the words of the stop list [42]. The stop list is a list 

containing all the words of the sentence such as: 

‧ Pronouns: , ه�	, أ"�0, ا"-, +"*, ه�	, ه1, ه$, أ"�0	أ"  

(Translation: I, He, She, You, We, They) 

‧ Conjunctions: �2وف ا��
5+, ا�1� ,4&5 ,4:   

(Translation: In, on, To, …) 

‧ Prepositions: 67وف ا���
>, �;+, أم, 
40, �8, ا��	ء, ا�$او:   

(And, Then, Until, Or, But, …) 

‧ Words that are not useful in classification: رة	=<	' ,

	�C	, آK@	ك, آG�' ,E�H, او��CD  ,EFه	,�B;+, ا>�Aى, '	�@?<�  

 (Translation: As for, Regarding, Could, Those, 

Some, Also, Currently, …) 

‧ Directions: م	B6, ا&A ,L"	2' ,�>M ,��' ,+C�N ,ر	?N  

 (Translation: Front, Behind, Besides, Before, After, 

Left, Right) 

‧ Any word that doesn’t add any meaning to the text: 

OBم, ا$Cا, ا��D  (Translation: Yesterday, Today, 

Tomorrow) 

We created a java code to remove the stop words 

based on the Khoja Stemmer stop list. In addition to 

the additional words we added to the list, these words 

are removed from the data sets. Khoja stemmer stop 

list example:( , اهHا , ا�Hى , �RS , إ�1 , 5+ , أ> , '�PB , , �;Q, أ"�?@	
�CD)(Translation: Like, that, just, on, …) [43] 

3.2.3 Stemming (P-Stemmer) 

The main purpose of stemming is to get rid of the 

word forms. This means that one word may be either 

name, adverb, adjective, or character. By using the 

stem, all these shapes are discarded by returning the 

words to their original roots. As a result, reducing the 

number of words in the text. 

P-Stemmer; removal for Prefixes, removing the 

prefix of words increases the effectiveness of 

document classification. Example ات�!	QB ....ات�!	Qا��  

In this research, the P-Stemmer tool was used, and 

this tool was utilized to manipulate our dataset.  

3.3 Machine Learning 

To evaluate the performance of cyber-bullying and 

cyber-harassment detection we have used machine 

learning algorithms; supervised (classification). We 

applied five classification algorithms. In details, we 

used KNN, SVM, NB, RF, and J48. These are part of 

the classification methods, which include many more 

classifiers. We selected these classifiers as they are 

commonly used in the literature and cover various 

techniques. For example, RF and J48 are tree-based 

classifiers, NB is probabilistic-based classifier, SVM is 

kernel-based classifier, and KNN is an instance-based 

classifier. As for the implementations of these 

classifiers, we used WEKA toolkit [44]. In the 

following subsections, we provide a theoretical 

background for each of these classifiers. 

3.3.1 K Nearest Neighbor (KNN)  

This method uses the closest training records to the 

target testing record in order to label the target testing 

record. The closeness can be measured using the 

similarity or the distance. The maximum similarity or 

the smallest distance is the desired target [8]. 

3.3.2 Support Vector Machines (SVM) 

SVM classifier uses the support vectors to create an 

N-dimensional hyper-plane to divide the data set into 

two classes. It is well known in the literature due to its 

highly accurate results [9]. 

3.3.3 Naïve Bayes 

This classifier uses conditional probability, specifically, 

it adopts Bayes’ theorem and assumes a strong 

independence between features. This classifier is 

known for its fast training and classification time [12].  

3.3.4 Random Forest 

This classifier is a part of ensemble learning 

classifiers, which use the training data to build many 

tree models that can be used for prediction in later 

phases. This type does not suffer from the overfitting 

problem that is common in decision trees [10]. 

3.3.5 Decision Trees J48 

This classifier is a type of decision tree classifiers, 

which use the training data to build a tree model that 

can be used later for prediction. It is an extension to the 

previous ID3 decision tree classifier [11]. 
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4 Experimental Work 

The aim of this study is to detect cyber-bullying and 

cyber-harassment through Arabic contents on social 

media platforms such as Facebook and Twitter. This 

will be detected by applying classification algorithms. 

The used evaluation measurements are Recall, 

Precision, and F-Measure.  

In this study, five classifiers were compared, namely 

KNN, SVM, NB, Random Forest, and J48. Three 

natural language processing tools were applied 

including Stop-Word Removal, Normalization, and 

Stemming. We conducted four different set of 

experiments as follows.  

First, we trained the classifiers on datasets collected 

from Arabic social media, having been divided by 

human experts into positive and negative based on the 

sentiment of the writer. We used 10-fold Cross-

Validation to divide training and testing articles. 

Second, in a different set of experiments, we 

repeated the same steps without applying the 

Stemming (full word) on the dataset. We then 

compared the results with the stemming and without 

the stemming. 

Third, the same experiments were repeated without 

applying the Stop-Word Removal. Then we compared 

the five classifiers with the Stop-Word Removal and 

without it. 

Fourth, we compared the classifiers based on the 

type of the used dataset. We compared the performance 

of the classifiers in Facebook platform with their 

performance in Twitter platform.  

4.1 Dataset Description 

The total number of records in our dataset is 

composed 6,138 Twitter tweets and Facebook posts. In 

details, the number of Facebook records was 2,138; 

1,000 of which were positive and 1,138 were negative. 

As for Twitter, the number of records was 4,000; 2,100 

of which were positive and 1,900 were negative. 

4.2 Evaluation Measurements 

There are many approaches to evaluate the 

performance of text classification. We adopted the use 

of recall, precision, and F1 measurements as they are 

widely used in the literature in text classification. 

The recall is the section of relevant documents that 

are retrieved and calculated as follows: 

 R = 
FPTP

TP

+

, if TP+FN > 0,  (1) 

Whereas TP is true positive and FP is false positive. 

Precision is the section of retrieved documents that 

are relevant, and calculated as follows: 

 P = 
FNTP

TP

+

, if TP+FN > 0,  (2) 

Whereas TP is true positive and FN is false negative. 

F-measure is the arithmetic mean between recall and 

precision. It is also used for comparisons, and 

calculated as follow:  

 F1 = 
2 * *R P

R P+

 (3) 

4.3 Experimental Settings 

In this research, we used WEKA 3.8 toolkit [44]. 

This toolkit was developed by the University of 

Waikato in New Zealand. This toolkit is written in Java. 

The default parameters of the classifiers were used. As 

for SVM, poly kernel was used, and K=3 was used in 

KNN. We used Quad Core i7 with 3.1GHZ CPU speed, 

16G Ram memory.  

4.4 Experimental Results 

4.4.1 Comparing Classifiers Using All ANLP 

Tools 

Table 3 showed the Recall results of the five 

classifiers on the dataset with all ANLP preprocessing 

techniques used, namely, Stop-Word Removal, 

Normalization, and Stemming. In these experiments, 

the whole dataset was used, which contains records 

from both Facebook and Twitter. The results showed 

that the RF, SVM, NB, and J48 classifications 

achieved the highest Recalls respectively compared to 

KNN.  

Table 3. Recall values for all classifiers using all 

ANLP tools 

Classifiers Recall 

KNN 0.625 

SVM 0.937 

Naïve Bayes 0.910 

Random Forest 0.947 

J48 0.873 

 

Table 4 shows the Precision results of the five 

classifiers on the dataset using all ANLP preprocessing 

techniques. The results showed that the RF, SVM, NB, 

and J48 classifications achieved the highest Precisions 

respectively compared to KNN.  

Table 4. Precision values for all classifiers using all 

ANLP tools 

Classifiers Precision 

KNN 0.769 

SVM 0.938 

Naïve Bayes 0.911 

Random Forest 0.947 

J48 0.874 

 

Table 5 showed the F-Measure results of the five 

classifiers on the dataset using all ANLP preprocessing 
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techniques. The results showed that the RF, SVM, NB, 

and J48 classifications achieved the highest F-

Measures respectively compared to KNN (0.555). The 

Random Force algorithm yields a higher F-measure 

accuracy (0.947). Figure 2 shows the F-Measure values 

for all classifiers. These results were expected as both 

RF and SVM classifiers proved their efficiency in 

various domains in the literature. 

Table 5. F1-measure values for all classifiers using all 

ANLP tools 

Classifiers F-Measure 

KNN 0.555 

SVM 0.937 

Naïve Bayes 0.910 

Random Forest 0.947 

J48 0.873 

 

 

Figure 2. F-measurement of classifiers using all ANLP 

tools 

4.4.2 Studying the Effect of Stemming on 

Classification Performance 

Table 6 shows the Recall result of the five classifiers 

on the dataset using Stop-Word Removal and 

Normalization. The results showed that the RF, SVM, 

NB, and J48 classifications achieved the highest 

Recalls respectively compared to KNN.  

Table 6. Recall values for all classifiers without 

stemming 

Classifiers Recall  

KNN 0.644 

SVM 0.931 

Naïve Bayes 0.888 

RF 0.950 

J48 0.862 

 

Table 7 showed the Precision result of the five 

classifiers on the dataset using Stop-Word Removal 

and Normalization. The results showed that the RF, 

SVM, NB, and J48 classifications achieved the highest 

Precision respectively compared to KNN.  

Table 7. Precision values for all classifiers without 

stemming 

Classifiers Precision  

KNN 0.779 

SVM 0.932 

Naïve Bayes 0.896 

RF 0.950 

J48 0.870 

 

Table 8 shows the F-Measure result of the five 

classifiers on the dataset using Stop-Word Removal 

and Normalization. The results showed that the RF, 

SVM, NB, and J48 classifications achieved the highest 

F-Measures respectively compared to KNN (0.583). 

The Random Force algorithm yields a higher F-

measure accuracy (0.949). Figure 3 shows the F1-

Measure values for all classifiers. From these results, it 

was noted that stemming had a negative effect on the 

accuracy. 

Table 8. F1-measure values for all classifiers without 

stemming  

Classifiers F-Measure 

KNN 0.583 

SVM 0.931 

Naïve Bayes 0.887 

RF 0.949 

J48 0.861 

 

 

Figure 3. F measurement for all classifiers without 

stemming 

Table 9 and Figure 4 represent the comparisons of 

the F1-Measure values of all classifiers with all NLP 

tools and with only Normalization and Stop-word 

removal (without stemming). Obviously, different 

classifiers acted differently to stemmed data. While the 

RF had an increase in F1 measure, this increase is 

insignificant. Other methods had their F1 measure 

decreased. SVM was less affected by stemming than 

J48, NB, and KNN.  
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Table 9. F1-measure values for all classifiers using 

stemmed and non-stemmed data 

Classifiers
F1-Measure for  

all NLP 

F1-Measure all NLP 

Except Stemming 

KNN 0.697 0.583 

SVM 0.937 0.931 

NB 0.910 0.887 

RF 0.947 0.949 

J48 0.873 0.861 

 

Figure 4. Comparing the F1 measurement of 

classifiers on Stemmed and non-stemmed data 

Table 10 shows the Recall result of the five classifiers 

on the dataset using Stemming and Normalization 

(without Stop-Word Removal). The results showed that 

the RF, SVM, NB, and J48 classifications achieved the 

highest Recall respectively compared to KNN.  

Table 10. Recall values for all classifiers without stop-

words 

Classifiers Recall 

KNN 0.727 

SVM 0.930 

Naïve Bayes 0.837 

RF 0.934 

J48 0.830 

 

Table 11 shows the Precision result of the five 

classifiers on the dataset using Stemming and 

Normalization (without Stop-Word Removal). The 

results showed that the RF, SVM, NB, and J48 

classifications achieved the highest Precision respectively 

compared to KNN.  

Table 11. Precision values for all classifiers without 

stop-words 

Classifiers Precision 

KNN 0.776 

SVM 0.930 

Naïve Bayes 0.839 

RF 0.935 

J48 0.830 

 

 

Table 12 shows the F1-measure results of the five 

classifiers on the dataset using Stemming and 

Normalization (without Stop-Word Removal). The 

results showed that the RF, SVM, NB, and J48 

classifications achieved the highest F1-measures 

respectively compared to KNN (0.715). The Random 

Force algorithm yields a higher F1-measure accuracy 

(0.934). Figure 5 shows the F1-measure values for all 

classifiers. From these results, it was noted that the 

stopword removal contributed in increasing the F1 for 

classifiers in general, except in KNN. Obviously, 

stopwords are noisy terms that do not belong to any 

class, and therefore, they would have a negative effect 

on the accuracy.  

Table 12. F1-measure values for all classifiers without 

stop-words removal 

Classifiers F1-Measure 

KNN 0.715 

SVM 0.930 

Naïve Bayes 0.837 

RF 0.934 

J48 0.830 

 

 

Figure 5. F measurement of all classifiers without 

stopwords 

Table 13 and Figure 6 represent the comparisons of 

the F1-Measure values for all classifiers with all ANLP 

tools, without Stemming, and without Stop-Word 

Removal. It was noted that the best performing 

classifier was RF, whether all ANLP is used, without 

stemming, and without stop-words. It was noted also 

that the different classifiers were affected by ANLP 

differently. For example, stemming had a negative 

effect on the F1 measurement in all classifiers except 

RF, where the effect was negligible. The decrease in 

accuracy was due to the effect of the stemmer that 

produced non-dictionary terms after the stemming 

process, which in consequence decreased the F1 

measurement. When removing stop-words, the F1 

measurement was decreased in all the classifiers except 

in KNN. This could be because KNN does not use 

machine learning, as it is a lazy learner classifier. 
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Table 13. Comparison of F1-measure for all classifiers 

using various ANLP tools 

Classifiers 
F-Measure with 

all ANLP 

F-Measure without 

Stemming 

F-Measure without 

Stop-word 

KNN 0.697 0.583 0.715 

SVM 0.937 0.931 0.930 

NB 0.910 0.887 0.837 

RF 0.947 0.949 0.934 

J48 0.873 0.861 0.830 

 

Figure 6. Comparing classifiers on various ANLP 

tools 

4.4.3 Studying the Effect of the Dataset Type on 

the Classification Performance 

4.4.3.1 Comparing the Classification Performance 

of all Classifiers using Facebook Dataset 

Table 14 and Figure 7 represent the comparison of 

all the classifiers using all ANLP tools on Facebook 

dataset. It can be noted that the best performing 

classifier is SVM, hardly outperforming RF. NB comes 

next, followed by J48 and KNN respectively. 

Table 14. Comparing the classification performance of 

all classifiers using Facebook dataset 

Classifiers Recall Precision F-Measure 

KNN 0.789 0.837 0.782 

SVM 0.918 0.918 0.917 

NB 0.844 0.866 0.841 

RF 0.914 0.914 0.914 

J48 0.792 0.829 0.786 

 

Figure 7. Comparing the classification performance of 

all classifiers based on the Facebook dataset 

4.4.3.2 Comparing the Classification Performance 

of All Classifiers Using Twitter Dataset 

Table 15 and Figure 8 represent the comparison of 

all classifiers using all ANLP tools on Twitter dataset. 

Again, the top performer here is SVM, hardly 

outperforming RF. NB comes next, followed by J48 

and KNN. Here, the difference in performance between 

KNN and J48 is more obvious. 

Table 15. Comparing the Classification Performance 

of all Classifiers Using Twitter Dataset  

Classifiers Recall Precision F-Measure 

KNN 0.644 0.806 0.619 

SVM 0.944 0.945 0.944 

NB 0.898 0.898 0.898 

RF 0.940 0.943 0.941 

J48 0.839 0.861 0.840 

 

 

Figure 8. Comparing the classification performance of 

all classifiers based on Twitter dataset 

4.4.3.3 Studying the Effect of the Dataset Type on 

Classification Performance 

Table 16 and Figure 9 represent the comparison of 

F1-Measure values of all classifiers with all ANLP 

tools for both Facebook and Twitter datasets. 

The results show that the accuracy of the Twitter 

dataset is higher than the accuracy of the Facebook 

dataset. 

Table 16. Studying the effect of the dataset type on 

classification performance 

Classifiers F-Measure for Facebook F-Measure for Twitter 

KNN 0.782 0.675 

SVM 0.917 0.944 

NB 0.841 0.898 

RF 0.914 0.941 

J48 0.786 0.840 
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Figure 9. The effect of the dataset type on 

classification performance 

When comparing the classifiers based on their 

performance on the two dataset types, namely 

Facebook and Twitter, we see that the F1-measure is 

higher on the Twitter dataset. The F1-measure of 

Random Forest on Twitter dataset is (0.941), while it is 

(0.914) on Facebook. The differences are due to the 

nature of the data as the dataset collected from Twitter 

was belonging to personal accounts, while the 

Facebook data was from public pages and groups.  

To summarize, from the experimental results, it can 

be seen that the top performers are RF and SVM. 

These two classifiers have proved their efficiency in 

various domains related to text classification. As for 

the effect of stemming, it was noted that stemming 

decreased the accuracy. Further studies are needed to 

use more stemmers and to optimize these stemmers for 

Arabic language to improve the results. As for the 

stopword removal, it proved to improve the accuracy 

as this process removes noisy terms. Regarding the 

type of dataset, twitter had better classification 

accuracy than Facebook as the data belongs to personal 

accounts. 

As can be seen from the results, the use of 

classification is promising in detecting cyber-bullying 

and cyber-harassment. These results can have 

significant impact both theoretically and practically. 

Theoretically, this study has improved the literature by 

concentrating on the cyber-bullying and cyber-

harassment in Arabic region. It provided a 

comprehensive comparison that would aid future 

research works in this direction. Practically, machine 

learning can be integrated and embedded in social 

media and other Arabic forums so that they can be 

used in the real time detection and alerting many 

departments that are concerned with detecting such 

acts. This would be of a great aid to these parties and 

would contribute in fighting against these acts. 

One drawback of this stemmer is that it considers 

only the prefixes of terms. It is worth mentioning that 

some existing stemmers already remove these parts 

such as snowball stemmer, which removes prefixes and 

suffixes. Therefore, the integration of such stemmers 

with our stemmer can be further analyzed to optimize 

the results. Another drawback of the method is its use 

of a static list of prefixes. Finally, it was noted that the 

performance of this stemmer varies according to the 

used ANLP methods and classifiers. This work can be 

further extended to include more classifiers such as 

deep learning classifiers, which have been used in 

various domains such as network intrusion [46-47], 

multimedia [48], and energy saving [49]. Furthermore, 

this work could be the basis for many domains such as 

recommender systems [50]. Finally, the performance 

of these methods need to be studied with huge data 

sizes [51].  

4.5 Significance Test 

We used the F1-Measure results to perform a 

statistical significance test between Random Forest and 

each one of the SVM and NB. Table 17 shows the F1-

Measure results of RF, SVM, and NB classifiers using 

various pre-processing tools. 

Table 17. F1-measure for RF, SVM, and NB 

classifiers using various pre-processing tools 

 RF SVM NB 

With all Preprocessing tools 0.947 0.937 0.910 

Without Stemming 0.949 0.931 0.887 

Without Stop-word 0.934 0.930 0.837 

 

We used the Wilcoxon signed-ranked test to 

compare our proposed RF classifier and each of SVM 

and NB classifiers [45], with the P-value less than or 

equal to 0.05. This test is very popular for information 

retrieval evaluation. 

We did the test three times and successfully rejected 

our null hypothesis. For each one of the three tests: 

“the median difference of the F-Measure of RF and 

SVM and NB Classifiers is less than or equal to zero”. 

We concluded that, using the F-Measure for evaluation, 

RF is statistically significant than each of the SVM and 

NB. Table 18 and Table 19 consequently show the 

calculations and results, with the final Wilcoxon (Wcal) 

values for the RF classifier and SVM and NB 

classifiers. 

Table 18. Values toward calculating wcal for the 

wilcoxon signed-rank for the F1 measure by absolute 

differences (abs) between RF classifier and SVM 

classifier 

i X2,i X1,i sgn abs Ri Sgn* Ri 

3 0.934 0.930 1 0.004 1 1 

1 0.947 0.937 1 0.010 2 2 

2 0.949 0.931 1 0.018 3 3 
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Table 19. Values toward calculating wcal for the 

wilcoxon signed-rank for the F1-measure by absolute 

differences (abs) between RF classifier and NB 

classifier 

i X2,i X1,i sgn abs Ri Sgn* Ri 

3 0.934 0.837 1 0.097 3 3 

1 0.947 0.910 1 0.037 1 1 

2 0.949 0.887 1 0.062 2 2 

 

5 Conclusions 

This work proposed the detection of cyber-bullying 

and cyber-harassment by applying the classification 

algorithms and clustering on a dataset collected from 

Facebook and Twitter. The difficulty of Arabic 

language was one of the challenges in this work as it 

has high morphology, derivation, and many other 

characteristics. 

When applying the classification algorithms to all 

datasets with all ANLP tools, the results showed that 

the RF algorithm gives the highest value for the F-

Measure scale followed by SVM, NB, J48, and KNN 

respectively. The same result occurs when applying the 

classification algorithms to all datasets without 

Stemming and also when applying the classification 

algorithms to all datasets without Stop-Word Removal. 

However, when applying the classification algorithms 

to the Facebook dataset with all ANLP tools, the 

results showed that the SVM algorithm gives the 

highest values for the F-Measure followed by the RF, 

NB, J48, and KNN respectively. The same result 

occurs when applying the classification algorithms to 

the Twitter dataset with all ANLP tools. 

From the experimental results, it can be observed 

that SVM gives better results as the size of datasets 

increases. It can be noted also that the results are better 

when applying classification algorithms with the 

application of natural language processing tools. When 

datasets are separated, the results of the classification 

algorithms on the Twitter dataset is better than the 

Facebook dataset, because tweets collected from 

Twitter are from personal accounts while the Facebook 

Posts are collected from general open pages. 

Future work can be conducted in many directions. 

First, more classifiers can be used in the detection 

process such as deep learning classifiers. Second, the 

effect of stemmers can be studied more to optimize the 

results. Finally, including dialects and Arabic jargons 

would be interesting to study in more details. 
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