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Abstract

This work presents an object-based people motion linkage system, which tracks and records the behavior of each person across multiple cameras. The proposed system includes two phases: path construction phase and path revision phase. The spatiotemporal relationships among cameras are trained by batch-learning procedures, and the appearance model is improved by color calibration for different cameras. When a person moves across cameras, the spatiotemporal relationship and appearance model are used to obtain the correspondence. However, object tracking may be lost due to some unexpected events. We revise the tracking paths by using the backward tracking technique to connect the missed links. Moreover, the trained Hidden Markov Models are further used to reconstruct the normal paths of these objects. In the experimental results, we demonstrate the efficiency of our approach by showing the reconnection of missing paths under different conditions.
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1 Introduction

Recently, the visual surveillance system has become essential for many open spaces as well as private residential areas. The video recording mechanism of multiple cameras surveillance systems usually records the video scene from each camera and stored in various video files. It is a so-called camera-based video recording system. To investigate the video for a specific object, one must watch all the video files and perform a manual search for connections between different videos. Here, we aim to develop a recording system that can link and store the video of a specific object moving across different cameras, called the object-based video recording.

The task of object tracking across multi-camera is to establish the correspondence between observations of objects appearing in different cameras. To identify objects in the video, Black et al. [1] used HIS color space to improve illumination invariance, while keeping color details. Chang and Gong [2] and Dockstader and Tekalp [3] used a Bayesian network for tracking in cameras with overlapping views. Lee et al. [4] proposed an approach for tracking in cameras with overlapping field of views (FOVs) that does not require calibration. Khan et al. [5] used FOVs line constraints to track objects in overlapping cameras. Yilmaz et al. [6] provided an extensive survey of object tracking approaches and introduced some related topics. Other researchers ([7-9]) also discussed multi-camera tracking with overlapping FOVs.

Another research topic concerns disjoint camera views. Kettnaker and Zabih [10-11] proposed a Bayesian approach to track objects across cameras with disjoint views. They reconstruct the paths and solve a linear programming problem to establish the correspondence. Porikli and Divakaran [12] tracked objects using spatiotemporal and appearance cues and proposed a new solution to the inter-camera color calibration problem. Javed et al. [13] presented a system using Parzen windows to learn the camera network topology and path probabilities of objects. Individual tracks are corresponded by seeking the maximal posterior probability of the spatiotemporal and color appearances. Oh et al. [14] applied Markov Chain Monte Carlo principle for data association in multi-camera multiple hypothesis tracking. Yoon et al. [15] proposed an improved tracking algorithm to solve the multi-camera tracking problem in a disjoint camera view environment. Kuo et al. [16] applied a combination of appearance and space-time information obtained from each target in a disjoint multi-camera view environment. Simonjan et al. [17] proposed a distributed self-aware multi-camera tracking approach where the tracking of every object is performed in a distributed manner, and each camera is connected in a self-organizing way without central control.
Dick and Brooks [18] described the observed pattern of people motion in terms of a stochastic transition matrix, which can be used within and between FOVs. In the training phase, a person with an easily identified marker generates the observations. The camera network topology and transition model are assumed to be known. Ellis et al. [19] proposed a method without the need of hand-labeled correspondence or a training phase. They used a threshold technique to search for peaks in the time distribution of travel times between the entrance-exit pairs. Stauffer [20] extended this approach, and Tieu et al. [21] defined a transition motion based on statistical significance. They constructed a correspondence model for the entire set of cameras where cameras with overlapping and non-overlapping FOVs are adopted. Gilbert and Bowden [22] proposed a modified approach that can automatically and probabilistically find the main entry and exit areas within a camera using the incremental learning method. The proposed approach models both the color variations and posterior probability distributions of the spatiotemporal links between cameras. Nam et al. [23] used a Merge-Split (MS) method to solve object occlusion in a single camera and a grid-based approach to extract accurate object features. The method estimates transition times between various entry and exit zones and graphically represented camera topology as an undirected weighted graph using the transition probabilities. Tang et al. [24] proposed a wireless sensor network based on a predefined division structure for multi-target tracking. The novel idea of this approach is to control the number of camera sensors to minimize energy consumption and maximize operational utilization. Junejo et al. [25] proposed a framework which can self-calibrate dynamically moving and zooming cameras and determine the orientations. Raty [26] reviewed the development of video surveillance systems and presented the contemporary state of modern surveillance systems. Cao et al. [27] proposed an algorithm to detect water areas in both satellite images and camera views, and use water and coastlines as the features for geo-registration. Srivastava et al. [28] proposed a color correction technique for achieving better color consistency for each detection across multiple cameras. Andriyenko et al. [29] proposed a linear programming method with discrete-continuous optimization for data association and trajectory estimation. The discrete optimization handles data association for each target, and the continuous optimization handles the trajectory optimization.

Some researches proposed different re-identification approaches to multi-camera tracking problems. Mazzon and Cavallaro [30] proposed a novel Special Force Model (SFM) to model each target based on their motion to facilitate person reidentification in a non-overlapping camera environment. Shen et al. [31] proposed a two-step framework for vehicle re-identification. It used visual-spatial-temporal querying at starting and ending states and then applied a Siamese-CNN with Path-LSTM for spatial-temporal regularization. Zapletal and Herout [32] used 3D rectangular alignment with a HOG feature model to solve the re-identification problem of multi-view vehicles. Zhang et al. [33] proposed a hierarchical clustering technique for person reidentification on DukeMTMC dataset. Ristani and Tomasi [34] proposed an improved version of the tracking technique based on triplet loss and identity mining for person re-identification. He et al. [35] proposed a two-stage tracking approach. The first stage uses ResNet50 with clustering and trajectory consistency loss for vehicle re-identification, and the second stage uses a trajectory-based weighted ranking method to improve the performance. Chen et al. [36] proposed a fusion of CNN and RNN to jointly learn spatial and temporal information of each detection for video-based person reidentification.

This paper proposes a surveillance system that can track multiple persons across multiple cameras and link all video shots to a complete tracking sequence for each person. The proposed approach adopts spatiotemporal and appearance cues to track individual objects across cameras, but the tracking path may be lost due to the changing environment. Not many works addressed the issue of lost tracking. The proposed approach handles the missing problem with a path revision approach. We use a dynamic programming algorithm to retrace two or three levels to search for a correspondence between the disconnected paths. Furthermore, we generate the connected path utilizing the concept of the regular path and use Hidden Markov Models to verify whether a connected path is a true tracking path.

Figure 1 shows the structure of the proposed system, which includes two processing phases: path construction and path revision.

In the first phase, the moving objects within each camera view are first tracked to form a set in which the related object information is recorded. Then the spatiotemporal and appearance clues are used to compute the correspondence between observations and build the tracking paths. In the path revision phase, we trace the handover lists and use dynamic programming to search the missing object, and further apply the merge-split method to detect the occluded objects. Finally, we explore the regular paths and adopt Hidden Markov Models to confirm if they are plausible tracking paths.

2 Tracking Within Single Camera View

To track the moving object, we apply background subtraction to extract the foreground object from the video sequence. After identifying the object trajectories,
the I/O entries of each view are determined using the method of GMMs.

2.1 Foreground Object Extraction

We train a background model to extract the foreground objects. After background subtraction, some noise in the foreground image ($I_a$) may occur. We apply morphological filtering and labeling processes to remove noise and obtain a clean-cut object silhouette.

\[
B_{t+1} = \alpha \cdot B_t + (1 - \alpha) \cdot (-M_t) \cdot D_t
\]

(1)

where the weighting coefficient $\alpha$ is a real number from 0 to 1, $D_t$ is the input image at time $t$, and $M_t$ is the binary people mask, which is a binary representation of the people extracted from the video sequence at time $t$. The background model is defined by the ‘brightness’ within the image sequence and the estimated stationary background. Because the background may change, we update the background model periodically:

\[
B_t = \alpha \cdot B_{t-1} + (1 - \alpha) \cdot D_{t-1} \cdot t = \tau \times n
\]

(2)

where $\tau$ is the update period for the background model and $n \in R$.

After obtaining the foreground object silhouette, we apply morphological filtering using the cascade closing and opening operations to remove noise from the silhouette. We then apply the labeling process that assigns the same label to the connected component and remove the small components, which are treated as noise. Figure 2 shows the foreground images extracted from each camera after removing noise.

2.2 Entry/Exit Identification

A single-camera view usually contains several entry/exit zones, including door, flow, or hallway. Our goal is to find the areas that people constantly pass to determine walking paths and enter/exit times. We adopt the method from [37]. The distribution of the entry/exit points within each camera view is modeled as a Gaussian Mixture Model (GMM), where the parameters of GMM are estimated using an Expectation-Maximization (EM) algorithm, and the number of clusters is determined by the Bayesian Information Criterion.

A GMM can approximate the probability density distribution using adjustable parameters, which are mixture weights ($w_i$), mean vector ($\mu_i$), and covariance matrix ($\Sigma_i$). The set of entry/exit points can be regarded as a GMM described as follows:

\[
p(X_N \mid \lambda) = \sum_{i=1}^{M} w_i g_i(X_N)
\]

(3)

where $w_i$ is the mixing parameter satisfying $\sum_{i=1}^{M} w_i = 1$.

Our system detects the events when people enter or exit in a single camera view and records the center of the foreground object to serve as the training data. In the training phase, we collect a set of center points from each camera view. We then determine the number of clusters for each camera using a Bayesian Information Criterion (BIC). We apply the $k$-means clustering to partition the total samples into $k$ clusters, i.e., $S = \{S_1, S_2, ..., S_k\}$, to minimize the within-cluster sum of squares (WCSS):

\[
WCSS = \arg\min_{\mu} \sum_{j=1}^{k} \sum_{x \in S_j} ||x - \mu_j||^2
\]

(4)
where $x$ is a set of samples and $\mu_i$ is the mean of $S_i$.

We can then estimate the parameters ($\lambda$) of each component. The likelihood function can be described as follows:

$$P(X | \lambda) = \prod_{i=1}^{n} P(x_i | \lambda)$$

(5)

where $X = \{x_1, x_2, \ldots, x_n\}$ and $i = 1 \sim n$ are independent events. The EM algorithm is based on the Maximum Likelihood Estimate (MLE), which is determined by the marginal likelihood of the observed data $P(X | \lambda)$, after applying the EM algorithm. Figure 3 illustrates the results of GMMs for different camera views.

![Figure 3. The GMMs of different camera view](image)

3 Tracking across Multiple Cameras

In the tracking process, an observation model of the object is given for correspondence analysis. The color histogram has been proven to be a useful model for the scaling and orientation of the object.

3.1 Color Feature Generation

We first introduce the adopted color feature and present the color calibration between cameras.

3.1.1 Color Histogram

In our system, we adopt an HS (Hue-Saturation) color histogram model. The hue and saturation ranges are uniformly quantized into 10 levels. In this manner, a color region in an image can be described by $10 \times 10$ bins on the Hue-Saturation plane. The tracking process detects the moving object that is enclosed by a rectangle represented as $s = \{x, y, h, r\}$, where $(x, y)$ represents the bottom center location of the rectangle, and $(h, r)$ represents the height and aspect ratios. In each rectangle, the foreground object is described by a color histogram with 101 bins. A similarity measurement between two distributions can be described by the Bhattacharyya coefficient $\rho$ (Comaniciu et al. [38]). The distance between two distributions is described as:

$$d = \sqrt{1 - \rho[p, q]}$$

(6)

where the Bhattacharyya coefficient $\rho$ ranges from 0 to 1.

3.1.2 Color Calibration

The images captured by different cameras have different color characteristics. Therefore, color calibration [39] is required in finding the correspondence between camera views. We adopt the method proposed by Ruderman et al. [40], which can minimize the correlation between the three natural scene channels by using a $la\beta$ color space. Before an image is transformed from RGB space to $la\beta$ space, the image is first transformed to LMS space ($L = \log L$, $M = \log M$, and $S = \log S$). Finally, the maximal de-correlation between the three axes is computed using a principal component analysis (PCA) and moved to the nearby integer coefficients. The transformation is described below:

$$\begin{bmatrix}
\frac{1}{\sqrt{3}} & 0 & 0 \\
0 & \frac{1}{\sqrt{6}} & 0 \\
0 & 0 & \frac{1}{\sqrt{2}}
\end{bmatrix}
\begin{bmatrix}
l \\
a \\
\beta
\end{bmatrix}
= \begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & -2 \\
1 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
L \\
M \\
S
\end{bmatrix}$$

(7)

where the $l$ axis represents an achromatic channel, and the $a$ and $\beta$ channels are chromatic yellow-blue and red-green opponent channels.

After color transformation, the means ($\mu$) and standard deviations ($\sigma$) for each axis separately in $la\beta$ space are computed. In this manner, we calculate these color measures for both the source and target images. The formulation is described as follows:

$$\begin{align*}
l_f &= \frac{\sigma_i(l)}{\sigma_i(l)}' + \mu_i(l) \\
\alpha_f &= \frac{\sigma_i(\alpha)}{\sigma_i(\alpha)}' + \mu_i(\alpha) \\
\beta_f &= \frac{\sigma_i(\beta)}{\sigma_i(\beta)}' + \mu_i(\beta)
\end{align*}$$

(8)

where $l_f$, $\alpha_f$, and $\beta_f$ are the result data points. We then transfer the result back to RGB space for display.

3.2 Training Phase for Spatiotemporal Relationships

The transition time and the transition probability are two crucial factors in describing the spatiotemporal relationship in a camera network. The transition time means the time duration of an object moving from an exit zone to another entry zone, and the transition
probability means the probability between two observations at two different zones. To improve the spatiotemporal estimation, we employ the prior knowledge of camera network topology (Chen et al. [37]):

1. Information of all adjacent camera pairs.
2. The blind regions, which are not monitored by any camera, may be closed or open. Usually, the blind region is assumed to be closed; that means there are neither entries nor exits.

The prior knowledge of camera network topology is important for decreasing the computation complexity and removing invalid links.

In our system, the spatiotemporal relationships are based on the link between the entry and exit zones, so we need to locate the entry/exit zones for every single camera. We also learn the transition probability for each possible link using the prior knowledge of camera network topology. Assume that there is a possible link between two zones $a$ and $b$, where zone $a$ is within the view of camera 1 and zone $b$ within that of camera 2. $P_{ab}(T)$ describes the transition probability that people move from zone $a$ to zone $b$ at time $T$. Object $i$ exits from zone $a$ at time $T_i$, and object $j$ enters zone $b$ at time $T_j$. The transition probability is defined as

$$P_{ab}(T) = \sum_i \sum_j S(i, j), \text{ if } (-T) = T \quad \text{otherwise}$$

(9)

$$NP_{ab}(T) = \frac{P_{ab}(T)}{\sum P_{ab}(T)}$$

(10)

where $NP_{ab}(T)$ is the normalized transition probability of $P_{ab}(T)$, and $S(i, j)$ is the color similarity between objects $i$ and $j$, defined as

$$S(i, j) = \sum_{h=1}^{m} \min(B(h, i), B(j, j))$$

(11)

where $m$ is the bin number in the HS plane of the appearance color histogram.

In addition to the spatiotemporal relationships between cameras, we also consider the spatiotemporal information within the cameras. When an object moves from an entry zone to an exit zone in a single camera view, the time duration is called the travel time of the object (Figure 4). The travel time and internal transition probability of a single camera are used in the path revision phase to recover the missing linkage.

### 3.3 Correspondence Analysis

3.3 Correspondence Analysis

Tracking between multiple cameras with a disjoint view aims to establish a set of correspondences between observations of objects across multiple cameras. We construct the correspondence between the current observation and observations in the handover list. The handover list is defined as a set of observations before the current tracked object within the maximum allowable period in the valid links. Here we modify the method [37] to find the correspondence.

Assume that a person $A$ enters the view of one camera, whose observation is denoted as $O_A$. Observation $O_A$ contains two cues: spatiotemporal cue $O_A(st)$ and appearance cue $O_A(app)$. $O_A(st)$ contains the camera ID, entry/exit zone where $A$ entered, the position $O_A(x, y)$, and entry time $O_A(time)$. The best corresponding person with observation $O_b$ is selected from the handover list by using the spatiotemporal relationships between cameras. If the highest probability exceeds the threshold, we label the new arrival observation $O_A$ and observation $O_b$ in the handover list as the same person. Otherwise, object A is a newcomer to our system. The probability of observation $O_A$ belonging to observation $O_b$ is denoted as $p(O_A, O_b)$. The most likely correspondence is found below:

$$\phi = \arg \max_{h \in H} p(O_A, O_h)$$

(12)

where $H$ is the handover list.

Assume that the spatiotemporal and appearance cues are independent. The method takes the log-likelihoods and merges them with a weight $w$. According to Bayes Theorem, the most likely correspondence can be described as follows:

$$\phi = \arg \max_{h \in H} \ln p(O_A, O_h)$$

$$= \arg \max_{h \in H} \ln [p(O_A(st), O_h(st))]^w \times \ln [p(O_A(app), O_h(app))]^{1-w}$$

$$= \arg \max_{h \in H} \ln [p(O_A(st), O_h(st))]^w$$

(13)

where the $p(O_A(st), O_h(st))$ is the probability of color histogram similarity, and $p(O_A(st), O_h(st))$ is estimated as follows:
\[ p(O_h(st), O_a(st)) = \sum_{x \in \mathbb{X}} \sum_{y \in \mathbb{Y}} [NP_{Z,h}(T)p(O_h(x,y) | Z_h)p(O_a(x,y) | Z_a)] \tag{14} \]

where \( NP_{Z,h}(T) \) is the transition probability distribution with travel time between \( O_h \) and \( O_a \), and \( p(O_h(x,y) | Z_h) \) is the probability of observation \( O_h \) entering or exiting zone \( Z_h \).

After constructing the correspondence between observations, we can build the object-based human activity video linkage stored in the video database as shown in Figure 5.

\[ P_O(\text{zone } B \mid \text{zone } A) = P(\text{zone } B \mid \text{zone } S_1)...P(\text{zone } S_k \mid \text{zone } A) \tag{15} \]

where the sequence \( \{S_1, S_2, ..., S_k\} \) is the path of the highest probability from zone \( A \) to zone \( B \). Figure 6 shows the researched transition path.

Figure 5. One person activity linkage recording in a video database

4 Tracking Path Revision

Under normal conditions, the spatiotemporal relationships and correspondence can be used for object-based people tracking across cameras, but some unexpected events may result in missed tracking of an object. To cope with the problems, we use the dynamic programming process to reconnect the tracking paths based on the spatiotemporal relationships, and then apply Hidden Markov Models to fix the missing linkage that cannot be found in the dynamic programming process.

4.1 Tracking of Missed Objects

Dynamic programming is appropriate for solving the overlapping sub-problems and optimal substructure. To find the most probable tracking path, we employ the stepwise back-tracking process to find a plausible path of the highest probability. We record and re-use the most probable path and maximal probability at each step.

Assume that object \( O_1 \) enter Zone A in the view of camera \( C_i \). The condition probability \( P_{O_1}(\text{zone } B \mid \text{zone } A) \) of the same object is computed based on another zone \( B \) in the view of camera \( C_j \). We then calculate the most probable path from zone \( A \) to zone \( B \) using the following equation:

In the video linking process, the missed linkage problem is mostly due to two issues: (a) color features of the same people change between different cameras, and (b) some people may stay in a blind region for a while. The former results in low correspondence between two observations for the same target, whereas the latter decreases the transition probability. In both cases, the new observation is treated as a new person entering the system. Hence, the linkage video of the same person is broken into two independent video sequences.

To solve this problem, we employ the dynamic programming algorithm to locate the most probable path from zone \( B \) to zone \( A \) by backward tracing. We then select the person who corresponds best with observation \( O_h \) in zone \( B \). There may be many observations in zone \( B \), so we employ the spatiotemporal relationships to find the best one. We usually trace back approximately 2- or 3- levels to find the zone from which someone in the handover list exited. Figure 7 depicts the backward tracking in our system.
The probability that observation \( O_A \) relates to \( O_B \) in the handover list is denoted as \( p(O_A, O_B) \). The time distribution from zone \( B \) to zone \( A \) can be estimated stepwise. The most likely correspondence can be obtained by calculating both the similarity of the color histograms and the transition probability from zone \( B \) to zone \( A \). The algorithm can trace back and solve the missed tracking conditions. However, some other problems still cannot be solved: (1) color features between the observations of two or three-level and new observation remain dissimilar, e.g., occlusion; (2) no observation exits in the handover list, and (3) there is a low transition probability when we trace back at each level.

### 4.2 Identification of Occluded Objects

To solve the occlusion problem, we employ the Merge-Split (MS) approach to detect the merged and split events and label the occlusion human blob, defined as a region covering a group of people. In the video clips, human blobs may enter, exit, merge, or split in the scene. Our system detects that two or more blobs may have merged into a group blob, thus decreases the total number of human blobs in the frame. Two or more human blobs in the previous frame overlap with a human blob in the current frame. Conversely, the group blob may split into two blobs. We detect this event when both the total number of blobs in the frame increases and several blobs in the current frame overlap with a group blob in the previous frame.

To assign labels after splitting, we record the color feature of each human blob when it enters the view. We assume that each person appears in one human blob after the splitting process. We label the human blobs by comparing the color feature between the current and previous blobs before occlusion. Figure 8 shows the result of tracking under occlusion. In frame 534, the same camera sees both human blobs \( H0 \) and \( H1 \). In frame 543, two human blobs merge into a group \( G1 \). In frame 564, group \( G1 \) splits into \( H0 \) and \( H1 \).

(a) Frame 534  (b) Frame 543  (c) Frame 564

Figure 8. People movement within a single camera

If a group enters the camera view, the occlusion blob contains a large number of pixels, and the area is larger than an ordinary blob of a single person. The occlusion blob is labeled as a group blob (Figure 9). The information will be used in path modification.

(a) A group enters camera view  (b) Detected objects in a group blob

Figure 9. Group detection

### 4.3 PATH Modification

Usually, people activities follow certain paths in the environment. For example, the moving path of a worker is generally the same in his office on a normal day. We thus define the most probable path as the “regular path” and incorporate Hidden Markov Models (Rabiner [41]) to modify the linked paths.

#### 4.3.1 Regular Path Establishment in Training Process

We locate the entry/exit zones in each camera view and model them with GMMs. For each person entering the view of one camera and exiting after a period, we can collect information about his entry and exit. Observing a long video sequence can identify different paths, and if the occurrence times of a path is larger than pre-defined count, then the path is considered as a “regular path.”

#### 4.3.2 Regular Path Recognition

A path is a linkage of path segments of which a path segment is defined as the tracking path in a single view. It contains the information of camera ID and entry/exit zone numbers. Table 1 shows regular paths of different lengths.

<table>
<thead>
<tr>
<th>Path across 2 cameras</th>
<th>Path across 3 cameras</th>
<th>Path across 4 cameras</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera 1 Camera 2</td>
<td>Camera 1 Camera 2 Camera 3</td>
<td>Camera 1 Camera 2 Camera 3 Camera 4</td>
</tr>
<tr>
<td>Zone In 1 Zone Out 1</td>
<td>Zone In 2 Zone Out 2</td>
<td>Zone In 0 Zone In 1 Zone Out 1 Zone Out 2 Zone Out 3</td>
</tr>
<tr>
<td>Zone In 2 Zone Out 2</td>
<td>Zone In 3 Zone Out 3</td>
<td>Zone In 3 Zone Out 4 Zone Out 5 Zone Out 6</td>
</tr>
<tr>
<td>Zone In 3 Zone Out 3</td>
<td>Zone In 4 Zone Out 4</td>
<td>Zone In 4 Zone Out 5 Zone Out 6 Zone Out 7</td>
</tr>
<tr>
<td>Zone In 4 Zone Out 4</td>
<td>Zone In 5 Zone Out 5</td>
<td>Zone In 5 Zone Out 6 Zone Out 7 Zone Out 8</td>
</tr>
<tr>
<td>Zone In 5 Zone Out 5</td>
<td>Zone In 6 Zone Out 6</td>
<td>Zone In 6 Zone Out 7 Zone Out 8 Zone Out 9</td>
</tr>
<tr>
<td>Zone In 6 Zone Out 6</td>
<td>Zone In 7 Zone Out 7</td>
<td>Zone In 7 Zone Out 8 Zone Out 9 Zone Out 10</td>
</tr>
<tr>
<td>Zone In 7 Zone Out 7</td>
<td>Zone In 8 Zone Out 8</td>
<td>Zone In 8 Zone Out 9 Zone Out 10 Zone Out 11</td>
</tr>
</tbody>
</table>

Table 1. Regular paths across cameras
We apply HMMs to model a regular path for every possible sequence of path segments. An observation codebook is used to convert each path segment to an observation symbol for the HMMs. In our system, we use 2-state, 3-state, and 4-state left-right HMMs. A path may be broken into several broken segments due to environmental influence. We try to reconnect these broken path segments to a connective path and use HMMs to recognize whether it is a regular path. If so, the color feature similarity and transition probability are further to be checked. When one of them is larger than the pre-defined threshold, the connection path is therefore confirmed.

4.3.3 Path Reconstruction

Figure 10 shows an example. If a person goes through cameras 1, 2, 3, and 4, the false tracked results due to the feature dissimilarity or low transition probability. Though the two objects are the same person, the incorrect tracking from camera 2 to camera 3 results in two broken segments: object A goes through camera 1 to camera 2, and object B passes from camera 3 to camera 4.

To correct the result, we first recognize the regular path. Here, both path 1 and path 2 are recognized as irregular paths. And then, we connect these two irregular paths and check if the connection path is a regular path, as in Figure 11. Once the connection path is recognized as a regular path, we further check whether the color feature similarity or the transition probability is larger than pre-defined thresholds. If all requirement is met, the connection path is then confirmed. Finally, object A and object B are recognized as the same person.

Another example is that a group splits in the blind region (Figure 12). When these videos are processed, the paths containing segments 2, 3, and 4 are recognized as irregular paths, as is the path containing segments 5 and 6. Because group A contains more than one person, we can connect group A to both objects B and C. After computing the path probability, if paths 1-2-3-4 and 1-5-6 are recognized as regular paths, objects B and C are likely in group A. If the color similarity or the transition probability is larger than the pre-designed threshold, we can connect group A and objects B and C in the same path, as in Figure 13.

5 Experimental Results

This section presents the experimental results to evaluate the performance of the proposed system. The image resolution is 320*240, and the frame rate is 25 frames/s. Figure 14(a) shows the layout of the indoor space and the location of cameras, and Figure 14(b) shows the corresponding camera views.

Our experimental environment is an indoor space installed with six cameras. To represent the dynamic path in the layout, we employ the Direct Linear Transformation (DLT) algorithm. In the proposed work, we define the set of object video sequences as \{i: the number i indicates that the person is observed in the view of the i-th camera\}; for example, \{1, 5, 7\} means that the person appears in the views of cameras 1, 5, and 7.
We took a video of 5 hours for each camera, and 3 hours for training, 2 hours for testing. The training database is selected from these videos, which includes a single person and multi-person activities under different situations; however, the lighting variation is limited. We use 11 hidden models and 124 regular paths to train the model. A hidden state is composed of camera ID and zone IDs. We register the tracking path in the training database and determine the number of states. In the testing database, there are 42 single human activities that contain 89 corresponded pairs. The experimental results are shown in Table 2.

<table>
<thead>
<tr>
<th>Human Activity</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corresponded Pair</td>
<td>89</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linkage Results</th>
<th>Path</th>
<th>Missed Object</th>
<th>Reconstructed Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>74</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

In the results, 74 corresponded pairs are found in the path linkage based on the spatiotemporal and appearance models. Path linkage can work well in most cases, but the testing database contains several unusual events, for example, a person staying in the blind region for a long time. There are still 15 pairs not found. In the path revision phase, 5 pairs are found in missed object tracing, 10 pairs in the path modification process. The above cases could be solved by our proposed method. We show some results in the following sections. Besides these cases, we also tested other conditions, for example, multiple people dressed in similar clothes, but these cases fail.

### 5.1 Single-Person Tracking

In this section, we show the single-person tracking results. In Figure 15, a person stays in the blind region for a while when passing between cameras 5 and 6. Due to the low transition probability, the initial tracking path is not right and divided into two separate sequences \{1, 2, 5\} and \{6\}. Therefore, we employ the dynamic programming algorithm to trace back and attempt to reconnect the two object sequences as the same one. When the dynamic programming tracking does not link the two sequences, the path modification is further applied to determine whether the two objects are the same person. If the probability is larger than a threshold, the two objects in the segments are recognized as the same person, and the sequences are joined.
5.2 Multiple-Person Tracking

In this section, we show the multiple-person tracking results, which are more complicated than a single-person tracking, as several objects may merge into an object group. In the first case, three persons coming from different places enter the view of camera 2, and they meet and walk together. The three objects merge into an object group, in the view of camera 2. We employ the MS approach to identify the occlusion event in the camera view. Each object can be continuously tracked in the object group after they merge together. However, the initial tracking fails when the object group splits and leaves the view of camera 2, because the color feature of the group is dissimilar to any one of the individual objects. The path revision determines whether these people form an object group or not. If the probability is larger than a threshold, we continuously track the people as an object group in the view of camera 3. Figure 16(a) shows the walking paths for all three persons on the layout, and Figure 16(b) presents detailed path information for each person, including the camera and zone numbers. Figure 16(c) shows the corresponding video in frames.

![Walking paths](image1)

![Object-based tracking sequences across cameras](image2)

![Tracking video of Person 1](image3)

![Tracking video of Person 2](image4)

![Tracking video of Person 3](image5)

**Figure 16.** Multiple-person tracking
In the second case, three people initially walk together in the view of camera 3, enter the blind region between cameras 2 and 3, and leave individually. However, the initial tracking fails, as the color feature of the object group is dissimilar to those three objects. It cannot recognize whether those objects are involved in the object group because of the occlusion. Therefore, we employ path modification to determine whether the people are involved in the group. If the probability is larger than a threshold, we connect the tracking result in the view of camera 3 to those three objects individually. Each object group can be tracked individually after the object group splits into three individual objects. Figure 17(a) shows the walking paths for all three persons in the layout, and Figure 17(b) presents detailed path information for each person, including the camera and zone numbers. Figure 17(c) shows the corresponding video in frames.
In the third case, two persons from different camera views encounter each other in the view of camera 5 and walk together for a while. Finally, they separate and leave from different camera views. Because the two objects merge into an object group after the encounter, we employ the MS approach to solve the occlusion event in the view of camera 5. Each object can be continuously tracked as an object group after they merge together. They then leave individually. Each object can be tracked individually after the object group splits into two objects. It is difficult to find the correspondence because of insufficient individual information in the views of cameras 2 and 5. Therefore, we employ dynamic programming and obtain more information in the views of cameras 4 and 6. The correspondence is thus found, and the new path is established. Figure 18(a) shows the walking paths for all three persons in the environment, and Figure 18(b) presents detailed path information for each person, including the camera and zone numbers. Figure 18(c) shows the corresponding video in frames.

Figure 18. Multiple-person tracking
In the fourth case, three persons merge as a three-object group and enter into the view of camera 6; the group then splits into an object and two-object group. The two-object group further splits in the view of camera 2. Figure 19(a) shows the walking paths for all three persons in the environment. All persons can be continuously tracked individually. However, the initial tracking fails because the color feature of the object group is dissimilar to those objects. We employ path modification to determine whether a person is involved in the related object group. When the correspondence is confirmed, we link the tracking video clips for those individual objects. Figure 19(b) presents detailed path information for each person, including the camera and zone numbers. Figure 19(c) shows the corresponding video in frames.

Figure 19. Multiple-person tracking
6 Conclusion

This paper proposes an automatic object-based tracking system for video surveillance across cameras with non-overlapping views. We exploit spatiotemporal and appearance cues to track human objects across cameras. To learn the relationships among cameras, we use the batch-learning procedure and update all probability matrices for long-term monitoring. Under some situations, human tracking may be lost due to unusual behaviors. In this paper, we adopt the dynamic programming algorithm to solve the problem of missed objects and further apply Hidden Markov Models to re-build the path across cameras. The amendment process could solve the problems for certain conditions.
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