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Abstract 

The randomness, dynamism and uncertainty of social 

networks pose a challenge for revealing the mechanism 

of content popularity growth. Evolution of content 

popularity is characterized by strong heterogeneity. It is 

difficult for a single time series prediction model to 

capture all kinds of content popularity dynamic evolution 

patterns at the same time. Using single model to predict 

complex social network content popularity will lead to 

poor prediction ability and limited application scenarios. 

This paper attempts to establish a combined predicting 

model that integrates the predicting capabilities of 

multiple traditional time series models. By applying 

multi-class regression and analyzing the historical 

prediction performance of each sub-model, the combined 

weights of the predicted values of each sub-model are 

generated. The model can learn to adjust the combination 

weights according to the real-time prediction 

performance of each sub-model, so as to adapt to the 

dynamic changes of the evolution model and to enhance 

the performance of predicting content popularity. The 

evaluation results of real social network datasets show 

that the performance of the proposed model is better than 

that of the existing single models. 

Keywords: Social network popularity, Time series, 

Multi-class regression 

1 Introduction 

In a social network, users establish a user 

relationship network by following each other. They 

share and spread information, express emotions and 

exchange opinions through this network. The 

information transmitted in social network is generated 

by users, including text, pictures, video and other 

content modes, which are collectively referred as user-

generated content(UGC). Compared with traditional 

media, social network has stronger information 

propagation ability. The scale-free and small-world 

characteristics of network users’ topology make 

information propagate faster and have wider influence. 

With its convenient way of information publishing, 

unique incentive mechanism of sharing and reposting, 

as well as the interaction of mobile internet, social 

network attracts more and more users to participate in 

the process of proposing information. Then comes the 

massive UGC. 

Popularity of social network is the popularity of 

UGC, which describes the scale and depth of macro-

diffusion of social network content. It is usually 

measured by the total number of interactions between 

users and UGC (such as the total number of video 

clicks, microblog forwarding times during a period of 

time.). It is the embodiment of user clustering behavior. 

The target of this kind of research is to predict the 

content popularity through analyzing useful UGC. 

According to Herbert Simon [1], Excess information 

leads to scarcity of attention, that is, the attention of 

users is limited, they only to pay attention to some of 

the interesting or popular content. The competition of 

different content for limited users’ attention and the 

topological structure of social networks will lead to 

great heterogeneity in the popularity of UGC. A few 

content gets a lot of attention, while most content is 

obscure. This also leads to different characteristics and 

modes of popularity propagation of different types of 

content. For example, news contents have short 

timeliness characteristics, contents popularity gathers 

for a period of time, and users always focuses on hot 

news in a shot period of time; while music contents has 

long timeliness characteristics, because users’ 

preferences are different, for different users, the types 

of songs with high popularity and popularity 

propagation characteristics are different.  

Prediction of content popularity in social networks 

includes UGC content modality prediction [2-5], time 

series prediction [6-10] and domain prediction, etc. In 

this paper, we focus on the time series prediction of 

social network. The goal of the mission is to predict 

future popularity based on the early history of 

information dissemination after content release. Time 

Series Prediction States that “Because Message X gets 

more attention than other messages today, Message X 
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will be more popular in the future”. The prediction 

based on time series after the content begins to spread 

is better than that based on the features obtained in 

advance. Hofman et al. [11-12] also proves this point. 

Martin of the University of Michigan and Benjamin 

Shulman of Cornell University [12-13] all show that 

time domain characteristics play a leading role in 

predicting content popularity. Both platform managers 

and third-party research institutes can easily crawl and 

obtain such time domain information. Scholars use 

machine learning algorithm to establish mapping 

relationship between content popularity correlation 

features and future popularity. According to the 

continuity of prediction objectives, prediction 

problems can be formalized as regression or 

classification problems respectively. The popularity 

prediction in classification problem [14-21] refers to 

whether the predicted information can obtain a wide 

range of popularity, whether the popularity of the 

information reaches the corresponding threshold, or 

whether the predicted information ultimately belongs 

to the range of popularity. Regression problem [22-24] 

predicts the future popularity value of target 

information, that is, the specific number of reposts or 

clicks the content will get at a certain time in the future. 

Application scenarios are slightly different, so the 

previous method is not universal still has limitations. 

Single model can not deal with the above complex 

problems and locate more application scenarios. 

Therefore, on the basis of studying the advantages of 

different time series propagation models, this paper 

proposes a combination time series prediction model, 

which can automatically adjust the income function of 

each model and automatically learn the weights in 

different application scenarios, so that the model has 

higher popularity prediction performance and more 

extensive scenario applicability. 

This paper is organized as follows. In Section 2, we 

present the proposed COMFITS model motivated by 

some traditional models. Some useful evaluations are 

analyzed in Section 3. Finally, in Section 4 we present 

some concluding remarks. 

2 Model 

2.1 Problem Definition 

Assume that the popularity of the target UGC i is 

sampled at intervals after publication, we define the 

time series of i’s popularity as 
1 2

{ , , , }i i i

i n
v v vφ = … . In 

which i

k
v  is the popularity of content i in the kth 

sampling interval, the total number of sampling period 

is n. It should be noted that the sampling interval can 

be hourly, daily, weekly and so on, depending on the 

requirements of prediction task or platform propagation 

characteristics. The goal of popularity prediction is to 

predict the popularity 
1

i

n
v

+
 of content i in the next time 

interval, that is, we need to predict the next moment’s 

popularity based on the current content popularity time 

series data. Then the problem can be defined as:  

 
1 1 2

( , , , )i i i i

n n
v v v v

+
= …M  (1) 

In this paper, we try to find a proper model M and 

learn to predict content i’s popularity after analyzing 

existing time series popularity data. 

2.2 Traditional Models and Motivations 

ARIMA(Auto Regressive Integrated Moving 

Average): ARIMA is a common time series prediction 

model based on mathematical statistics, which can be 

directly used to predict social network popularity 24]. 

It consists of Auto Regressive (AR) model and Moving 

Average (MA) model. The autoregressive model takes 

itself as a regression variable. Let 
k

B  be a lag operator, 
k

n n k
B v v

−

= , then the p-order autoregressive model can 

be expressed as: 

 1 2

1 1 1 2 1 1 1

P

n n n p n nv B v B v B v eα α α
+ + + + +
= + +…+ +  (2) 

where, 1n
e

+  is the white noise sequence, which follow 

the normal distribution with mean 0 and variance 2
σ . 

1 2
, , ,

p
α α α…  are the autoregressive coefficient. 

1n
v

+
 

can be regarded as a linear combination of self-secent 

p-order delay term and white noise. MA represents 

1n
v

+
 as a linear combination of current random errors 

and q-order random errors. The definition details are as 

follows: 

 
1 1 1 2 1 1n n n n q n q

v e e e eβ β β
+ + − − +
= − − −…−  (3) 

1 2
, , ,

q
β β β…  are the moving average coefficients, 

1n
e

+
 

is the white noise sequence. Considering both the 

autoregressive part and the moving average part, the 

autoregressive moving average model (ARMA) can be 

obtained as: 

 

1

1 1 1 1

1 1 1

P

n n p n

n n q n q

v B v B v

e e e

α α

β β

+ + +

+ − +

= +…+

+ − −…−

 (4) 

where p and Q are autoregressive order and moving 

average order respectively, then ARMA model can be 

represented as ARMA(p, q). Considering that the 

sequence ARMA model is constrained by the sequence 

stationarity, stationary processing should be utilized to 

handle this non-stationary time series. Therefore, 

through d-order difference operation for non-stationary 

time series, ARMA(p, q) model can be updated as 

ARIMA(p, d, q). As a widely used time series 

prediction method, ARIMA has achieved good results 

in predicting time series with significant trend (such as 

continuous rise) and periodicity (such as seasonal 
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fluctuation). Under the social network content 

popularity prediction scenario, the time-domain 

information of information diffusion and dissemination 

is easy to obtain, such as the time series of the change 

of information popularity with time, which is a 

universal form of time-domain information expression 

for various social network platforms. Therefore, 

ARIMA can be partly utilized to complete the task of 

social network popularity prediction. In order to 

simplify the calculation, we set d=1 and 
1n

w
+
=  

1n n
v v

+
− , then the ARIMA model we need to use is 

defined as: 

 
1 1 1

1 1 1

n n p n p

n n q n q

w w v

e e e

α α

β β

+ − +

+ − +

= …+

+ − −…−

 (5) 

Please check [24] for more details about ARIMA. 

SVR(Support Vector Regression) [25]: SVR is a 

generalization of SVM in solving regression problem 

an implementation of Structural Risk Minimization 

(SRM). SVR maps input data to high-dimensional 

feature space by kernel function, and establishes the 

relationship between input data and output data in 

high-dimensional feature space. From this point of 

view, we use the SVR model to predict the trend of 

social popularity as follows： 

 1 , ,

1

( , )
L

n l v n l n

l

v K X X bα
+

=

= ⋅ +∑  (6) 

where 
,v n

X  is the eigenvectors of i obtained at time 

n. and can be represented by generating epidemic time 

series 
1 2

{ , , , }.i i i

i n
v v vφ = …  , 1{ }L

l n l
X

=

 is the a set of 

Support Vector returned by training, in which 
1

{ }L
l l

α
=

 

and b  are parameters. ( , )K x y  is the kernel function, 

which describes hypothesis space structures and 

characteristics. The commonly used kernel functions 

include polynomial kernel function, Gaussian Radial 

Basis Function and Sigmoid kernel function. The 

approximation properties of Gaussian Radial Basis 

Function can not only realize the non-linear mapping 

of input data to high-dimensional feature space, but 

also be suitable for dealing with non-linear problems 

and easy to implement. Combining the goals of our 

work and the evolving characteristics of social network 

popularity. In this paper, Gauss Radial Basis Function 

is chosen as the kernel function of SVR, which is 

 2 2( , ) ( || || / 2 )K x y exp x y σ= − −  (7) 

where σ  width coefficient of kernel function. As a 

widely used time series prediction method, SVR has 

obvious advantages in capturing and characterizing the 

non-linear relationship in time series. That’s motives 

us that SVR can be assumed as a part of the mix model 

in order to capture a part of non-linear relations 

predicting social network purpality prediction. For 

more details about SVR, please see the reference [25]. 

M-L (Multivariate Linear Regression): M-L model 

is an extension of S-H model, S-H is a linear regression 

model based on logarithmic popularity, which can be 

used to capture the point process information (some 

“event granularity” information) through establishing 

regression relationship of logarithmic prevalence, for 

more details, please see reference [26]. Compared with 

S-H, W-L model increased dimension of input 

eigenvector and further analysis of information from 

the perspective of time series. Specifically, feature 

vectors are extracted from the time series of item i 

popularity can be set as: 

 
1 2

( , , , )i

n n
v v v v= …  (8) 

Then the predicted popularity of item i in the next 

time interval is obtained by the following formula: 

 
1

ˆ

i

n n n
v v

+
= Θ ⋅  (9) 

where 
1 2

( , , , )
n n

θ θ θΘ = …  are the parameter vectors of 

the model, they will be trained in the training set c , 

and the objective function is: 

 2

1

1
( 1)

i

n n

nk c

v
argmin

c v
+∈

Θ ⋅
−∑  (10) 

2.3 The Proposed Combined Model for 

Popularity Prediction 

We assume that all the models mentioned above can 

be used to predict future popularity and combined into 

a mix model. We hope each model plays its own role 

in the mixed model to ensure its best performance in 

the popularity prediction and to achieve twice the 

result with half the effort. For example, the ability of 

ARIMA model to smooth non-stationary time series. 

Structural risk minimization criteria for SVR, etc. 

Therefore, the key point of this part is to learn the 

combined weights of different prediction models. By 

evaluating the historical prediction performance of the 

mentioned models and giving them different 

combination weights, the models with higher 

prediction accuracy can obtain higher combination 

weights, that is to say, they play a more important role 

in the combined model. Inspired by Mixture of Experts, 

in this section, we call the combined model as 

Combined Forecasting Model Based on Time Series, 

COMFITS. The basic model of COMFITS system is 

shown in Figure 1. The design of each sub-model 

(ARIMA, SVR, M-L) has been given in the previous 

part. 

We set up performance evaluation matrix P (which 

should be learned in the future computing) for each 

model 
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Figure 1. Architecture of our proposed model: 

COMFITS 
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2,1 2,2 2,

3,1 3,2 3,

m

m

m

PE PE PE

PE PE PE

PE PE PE

⎡ ⎤…
⎢ ⎥

= …⎢ ⎥
⎢ ⎥…⎣ ⎦

P  (11) 

where 
,i jPE  is accuracy of model i for predicting 

popularity within time interval j, which will be defined 

as: 

 2

, , ,
ˆ( )i j i j i jPE v v= −  (12) 

where 
,i jPE  is the predictive value of model i for 

popularity within time interval j. 
,i jv  is the true value 

of the popularity of the model i within the time interval 

j. Obviously, the smaller the value of 
,i jPE , the better 

the performance of the model i. Considering the 

different popularity bases in different time intervals, it 

is not convenient to analyze the performance of each 

model in different time intervals. Here, the prediction 

accuracy PE is normalized to get the model weight ω : 

 
,

, 3

,

1

( )

( )

i j

i j

i j

i

exp PE

exp PE

ω

=

−

=

−∑

 (13) 

As can be seen from the above formula, The smaller 

,i jPE  is, the smaller the prediction error of model i is 

and the higher the accuracy of model i is, the larger the 

model weight 
i

ω  is. Meanwhile, 
,

0 1i jω< <  can be 

understood as the probability of model i as the optimal 

prediction model when predicting the popularity value 

in the interval j. Then, historic weight matrix W  for 

prediction of popularity are set as: 

 

1,1 1,2 1,

2,1 2,2 2,

3,1 3,2 3,

m

m

m

ω ω ω

ω ω ω

ω ω ω

⎡ ⎤…
⎢ ⎥

= …⎢ ⎥
⎢ ⎥…⎣ ⎦

W  (14) 

In the formula, m denotes the number of nodes that 

need to be considered for the historical prediction 

performance of the model when inferring future 

combinatorial weights. Figure 2 shows how the historic 

weight matrix W of popularity prediction varies with 

prediction time. Wn represents the historical weight 

matrix for predicting popularity within time interval 

n+1. The corresponding training set size l is also 

shown in the Figure 2. 

 

Figure 2. Temporal coverage of weight matrix W 

In order to obtain the best prediction in time interval 

n+1, the weight vector 
1 2 3

ˆ [ , , ]
T

ω ω ω=w  for time 

interval n+1 needs to be generated. Then the problem 

is transformed into a multi-class regression problem, 

and the support vector machine algorithm is applied to 

establish the relationship between the weight vector 

ˆ

T
w  and the historical weight matrix 

n
W . Relevant 

parameters of support vector machine are learned in 

the training set, and the size of the training set is l, then 

the training set is 
1 2 1

{ , , , , }
n l n l n n− − + − −

…W W W W , The 

training set covers the historical prediction weights of 

each model in the time interval. In the training process, 

the input of support vector machine is 
u

W  and the 

output is the optimal weight combination vector 
1

ˆ

T

u+
w  

at the next moment. Eventually, using the trained 

support vector machine, the predicted value of 
1

ˆ

T

u+
w  

can be obtained by inputting 
u

W . 

Thus, the predicted popularity value 
1

ˆ

n
v

+
 within the 

time interval n+1 can be obtained by the following 

formula: 

 

3

, 1

1
1 3

1

ˆ

ˆ

i i n

i

n

i

i

v

v

ω

ω

+

=

+

=

×

=

∑

∑

 (15) 
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3 Simualtion 

In order to verify the performance of COMFITS 

model, four different social network data sets are 

selected in this study, which cover music, movies, 

videos, books and other content modes. Different 

scenarios can verify the universality of the model and 

avoid the problem that the model is limited to a 

particular scenario.  

3.1 The Proposed Combined Model for 

Popularity Prediction 

We use the following data sets to evaluate the model. 

Last.fm: This data set can be publicly accessed by the 

website. Last.fm, as the largest social music platform 

in the world, provides personalized recommendation 

through analyzing users’ music listening history. Users 

can search, play and comment on their favorite music. 

The data set records listening events from January 

2013 to August 2014. In order to facilitate the 

calibration of the model and avoid very uneven user 

distribution, in this section, the number of listening 

events for a single track is limited to 20000. For each 

listening event, the data set includes user ID, listening 

time, track ID and album artist. In this study, the 

number of listening events (listening music) was used 

as a measure of popularity. 

Movie Lens-20M: This data set is publicly available 

on the website. MovieLens, as a movie rating and 

recommendation system, can recommend movies to 

users by using collaborative filtering technology and 

user’s ratings. The data set contains rating events from 

January 1995 to March 2015. Each movie rating event 

includes user, movie, rating and timestamp information. 

In this study, the number of ratings of movies obtained 

from users is used as a measure of their popularity. 

Time series of popularity can be obtained for each 

movie. 

Flickr: As one of the most popular photo sharing 

websites in the world, registered users can establish 

friendship with each other. Users can collect pictures 

they are interested in and share them with other users 

at the same time. The data set selected in this study 

contains 104 days of photo collection events between 

2006 and 2007 (November 2-December 3, 2006, 

February 3-May 18, 2007) . Each collection event data 

set includes a collection timestamp, which can then 

generate a time series of picture collections, i.e. picture 

popularity time series. 

Amazon-book: This data set is publicly available on 

the website. As the world’s largest online retailer, 

Amazon started with online bookstores. This study 

focused on the popularity of books on Amazon’s 

website, and selected the number of reviews a book 

received as the measure of its popularity, that is, a 

book with more reviews enjoy a higher online 

popularity. The data set contains reviewing events 

from May 1996 to July 2017. For each reviewing event, 

the data set includes reviewer ID, ASIN number of 

commodity (i.e. book), rating, rating timestamp and 

other relevant information such as the content of the 

comment. 

3.2 Evaluation Indicators and Contrast 

Models 

In this section, the mean absolute percentage error 

(MAPE) is used as an evaluation index for predicting 

the popularity of a message. 

 
1

ˆ1
K

k k

v

kk

v v

K v
ε

=

−

= ∑  (16) 

where 
ˆ

k
v  and k

v  represent the predicted value 

sequence and the real value sequence of the test data 

part of a given message, respectively. K is the length of 

the test data. In addition, ARIMA, SVR and M-L, 

which are described in the previous section, are used as 

benchmark comparison models. 

4 Results and Analysis 

4.1 Evaluation of Effectiveness 

It is necessary to verify whether COMFITS model 

can provide unbiased estimates for the prevalence 

series of different social platforms. Taking Last.fm 

data set as an example, 100 tracks are selected 

randomly, and the real value sequence and predicted 

value sequence of the test data part are obtained for 

each track. In order to facilitate comparative analysis, 

the sequence was normalized with reference to Eq. 13. 

As shown in Figure 3, red dots represent the 

predicted results of COMFITS model, horizontal axis 

corresponds to the predicted values of the time series, 

and vertical axis corresponds to the true values of the 

time series. When the model provides unbiased 

estimates, the predicted values and the true values 

under ideal conditions are the same, that is, the red dots 

fall on the blue diagonal line in the graph. The results 

of data sets MovieLens-20M, Flickr and Amazon-book 

are also shown in Figure 3. It can be seen that the 

prediction results of COMFITS are scattered around 

the blue diagonal, that is, COMFITS can improve 

unbiased prediction values in different social network 

platforms. 

Figure 4 and Figure 5 further illustrate the 

effectiveness of COMFITS in predicting popularity 

evolution. We select representative content popularity 

sequences from Amazon-book and MovieLens-20M 

datasets to show the performance of COMFITS in 

predicting the dynamic evolution process of popularity. 

Take Rain Man (Rain Man) as an example. The film 

was released in 1989. The first rating on MovieLens 

appeared on July 4, 1998. Half a year was chosen as  
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Figure 3. Comparison of predicted values and ground-

truth values for different dataset 

the time interval. Half a year’s popularity of the film is 

the rating numbers obtained in half a year’s time, thus 

we can obtain its the final popularity time series. The 

popularity time data from 1998 to 2002 were used to 

train COMFITS, and then the dynamic evolution of 

popularity after 2003 was predicted. As shown in the 

right-hand figure of Figure 5, the horizontal axis 

represents the time (half a year) and the vertical axis 

represents the popularity of Rain Man in each year. 

Among them, Blue solid line is the real time series of 

movie popularity, and COMFITS prediction results are 

represented by red dotted line. 

Figure 4 and Figure 5 show only four representative 

predictions of content popularity. As can be seen from 

the figure, COMFITS can predict the evolution process 

of content popularity in different modes. For example, 

as shown in Figure 4, the popularity evolution of 

Ender’s Game shows a single peak pattern, while that 

of the movie Farewell My Concubine in Figure 5 

shows a periodic peak pattern. That means our 

proposed mix model is capable of grasping the 

evolving characteristics of popularity of different 

content by adjusting the learning weights and 

performance evaluation matrix of the model. Therefore, 

in this sense, it can be explained that the model is 

effective in predicting the accuracy of popularity and 

diversity of popularity evolution process. 

4.2 Evaluation of the Performance of 

Predicting Popularity 

Figure 3 illustrates to a certain extent that the model 

presented in this paper has high accuracy in predicting 

popularity. In this part, we will continue to analyze the 

performance of the model.  

 

Figure 4. The prediction results of COMFITS on 

Amazon-book 

 

Figure 5. The prediction results of COMFITS on 

MovieLens-20M 

Figure 6 shows the predictive performance comparison 

between COMFITS model and benchmark models, 

which will be expressed in boxplot. It can be seen that 

the COMFITS model always performs better than the 

comparative models in different prediction scenarios of 

different data sets, that is, for different social 

application platforms (Last.fm, Movie Lens, Flickr and 

Amazon) on content (tracks, movies, pictures, books). 

 

Figure 6. The performance comparison in popularity 

dynamic prediction 

Taking Movie Lens-20M as an example, it can be 

seen from Figure 6 that the boxplot of COMFITS 

model has lower median and quartile than ARIMA, 
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SVR and M-L. This shows that COMFITS model can 

provide better prediction for the popularity prediction 

process of the evaluation number obtained by most 

movies. In the Movie Lens-20M data set, the 

performance of SVR of the benchmark comparison 

model is better than that of other comparison models. 

The median value of prediction error of COMFITS 

model is nearly 8.3% better than that of SVR, and the 

mean value of prediction error is 16.2% better than that 

of SVR. 

Throughout all data sets, COMFITS compared with 

the best performance benchmark comparison model in 

all data sets, the median prediction error decreases by 

6.5%~9.2%, and the mean error decreases by 

13.6%~23.3%. The experimental results can be 

explained as follows: the trend of popularity evolution 

of user-generated content in social networking 

platforms is diverse and heterogeneous. Popularity of 

user-generated content is affected by different factors 

such as content attraction, content publisher characteristics 

and so on. It has different communication life cycles 

and are manifested in different content popularity 

evolution patterns.  

As shown in Figure 4 and Figure 5; the popularity 

evolution model of the same content’s dissemination 

process is not invariable, it will be changed due to 

interference from external environment and other 

factors. For example, hotspot event can lead to a sharp 

increase in the attention of its relevant content on 

social platforms. Moreover, Different social network 

platforms have different network topology and 

popularity growth mechanism. Therefore, in the 

prediction of popularity evolution based on time series, 

it is difficult for a single model to accurately capture 

the evolution mode of popularity, which will future 

leads to the increase of prediction error. COMFITS can 

continuously adjust the weight of different prediction 

values in the combination model by evaluating the 

historic performance of each prediction model, and 

then, it will update the combination model to adapt to 

the change of evolution model, so as to improve the 

prediction accuracy. 

It can also be concluded from Figure 6 that the 

prediction performance of SVR is superior to other 

benchmark comparison models (ARIMA and M-L), 

because it benefits from the advantages of support 

vector regression in non-linear feature extraction and 

high-dimensional pattern recognition in popularity 

evolution prediction. It should be noted that the median 

and quartile of ARIMA’s prediction error of boxplot 

are lower than that of SVR in the evolution prediction 

of track popularity on Last.fm platform, that is to say, 

ARIMA performs better than SVR. That’s because the 

track shows a stronger periodicity than other content in 

its whole propagation cycle. For example, users may 

play a certain kind of song regularly according to their 

interests or law of work and rest. As a classical time 

series analysis method, ARIMA is good at capturing 

such periodic features when dealing with such time 

series prediction. At the same time, on Last.fm 

platform, the prediction errors of the benchmark model 

SVR and ARIMA are also improved compared with 

those of other prediction scenarios(Movie Lens-20M, 

Flickr, Amazon-book). This shows that the prediction 

of track popularity evolution on Last.fm is easier than 

other prediction scenarios. It has a lot to do with the 

platform itself. Nevertheless, seasonality and 

periodicity of track popularity may change over time, 

so COMFITS’s performance is still better than other 

benchmark models. 

5 Conclusion 

In view of the strong heterogeneity of content 

popularity evolution process in social networks, it is 

difficult for a single time series prediction model to 

accurately capture all kinds of popularity evolution 

models. A combined predicting model (COMFITS) 

that integrates multiple models (ARIMA, M-L, SVR) 

is established. By applying multi-class regression and 

analyzing the historical prediction performance of each 

sub-model, the combined weights of each sub-model 

for future time prediction are generated. COMFITS 

model can automatically adjust the weight of sub-

prediction model according to the trend and characters 

of popularity evolution, and has achieved the desired 

results on different social network application 

platforms, and its performance is always better than the 

benchmark comparison models. The platform 

applicability of COMFITS has also been verified. 
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