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Abstract 

In this paper, we introduce an image encryption 

algorithm that can be used in combination with 

compression algorithms. Existing encryption algorithms 

focus on either encryption strength or speed without 

compression, whereas the proposed algorithm improves 

compression efficiency while ensuring security. Our 

encryption algorithm decomposes images into pixel 

values and pixel intensity subsets, and computes the order 

of permutations. An encrypted image becomes 

unpredictable after permutation. Order permutation 

reduces the discontinuity between signals in an image, 

increasing compression efficiency. The experimental 

results show that the security strength of the proposed 

algorithm is similar to that of existing algorithms. 

Additionally, we tested the algorithm on the JPEG and 

the JPEG2000 with variable compression ratios. 

Compared to existing methods applied without 

encryption, the proposed algorithm significantly increases 

PSNR and SSIM values. 

Keywords: Image encryption, Order relation, Compression- 

friendly encryption, Order permutation, Image 

scrambling 

1 Introduction 

With the rapid changes in multimedia and 

communication technology, large amounts of digital 

image data are now being transmitted over the Internet 

[1-2]. In general, these transmissions use public 

networks with limited bandwidth, and are not 

sufficiently secure to transmit sensitive data, such as 

digital images of army emplacement, satellite images 

of military bases, and medical images of patient data 

[3]. To maintain information security and prevent 

illegal access by unauthorized users, image encryption 

algorithms have become a vital area of research [4].  

Various methods in chaotic map-based encryption 

algorithms have been suggested over the past decade 

[5-8]. Liu and Wang proposed the one-time key 

cryptosystem algorithm based on dual chaotic map [9]. 

Hongjun et al. proposed a bit level permutation method 

that can change position of pixel and its value [10]. 

Some of researchers used a DNA complementary rule 

and chaotic map to encrypt the image [11-12]. Mitra et 

al. proposed a random permutation encryption 

algorithm based on bit permutation, pixel permutation, 

and a simple structure to perform block permutation 

[13]. Manimurugan and Porkumaran recommended an 

encryption algorithm that applies a block pixel-sorting 

algorithm to compress and permute both column and 

row data [14]. Mahdieh et al. proposed an encryption 

algorithm utilizing a logistic chaos system that 

permutes the horizontal and vertical rows of the image. 

Then, a block encryption algorithm encrypts the output 

image [15]. Existing encryption algorithms use 

permutation and confusion stages. Some iteratively 

utilize the two stages, while others apply only a 

scrambling stage, depending on the application. Many 

researchers have proposed scrambling image 

encryption algorithms [16-22]. Guan et al. presented an 

image encryption scheme that shuffles the positions, 

and changes the grey values of image pixels [21]. 

Kekre et al. proposed a perfect shuffle using different 

factors of image size for image scrambling in which 

certain number of iterations is required to obtain the 

original image [22]. The previous approaches are able 

to improve security via pixel correlation elimination 

technique with only permutation or permutation plus 

confusion in the original image in various methods, 

depending on the purpose. The permutation method 

changes the positions of image pixels but does not 

affect their values. In contrast, the confusion method 

changes image pixel values and random changes of 

pixel spread throughout the image, increasing the 

compression efficiency loss in lossy compression. [23]. 

In other words, an image compression method that 

emphasizes correlation between pixels have an adverse 

impact on performance due to random pixels with no 

correlation which handles the encryption. Therefore, an 

encryption permutation method with no impact on the 

image compression and also maintaining the security 

of the image are much needed. 

The compressive sensing (CS) based image 

encryption scheme proposed a method that can perform 

encryption and compression at the same time [24-25]. 
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The main idea of CS based encryption algorithm is to 

transform the original image into a set of k-sparse 

domain such as frequency domain, then use the 

measurement matrix in compression and encryption 

process. However, CS based encryption algorithm is 

required to solve complex optimization equations to 

decryption and decompression in order to get the 

original image, as it cannot be extended to standard 

compression algorithms. 

In this paper, we present a new encryption algorithm, 

more efficient with lossy and lossless compression 

algorithm, and capable with well-known compression 

standard JPEG and JPEG200. The proposed algorithm 

is based on the order relation theory [26] which 

maximize the pixel correlation through correlated set 

ordering method to provide security and improve the 

compression efficiency simultaneously. The proposed 

image encryption method performs separately from the 

compression process; it is compatible with the 

conventional compression algorithms. The rest of the 

paper is organized as follows. Section 2 describes the 

order relation encryption algorithm, and Section 3 

analyzes the security strength and compression 

friendliness of the proposed algorithm, comparing it 

with previous works. Finally, Section 4 provides the 

conclusions of this paper. 

2 Proposed Image Encryption Method 

In this section, we illustrate the proposed encryption 

method. First, we provide a brief description of the 

order relation set theory and information partitioning 

method applied to the digital image. Then, we describe 

the permutation method which includes divide 

subpartition method and permute subpartition method. 

2.1 Order Relation Applied to a Digital Image 

Set theory. Let A and B be two sets of natural values. 

A relation between A and B is a subset of A× B. In 

other words, relation R is a subset of ordered pairs of 

(a, b) such that a A∈  and b B∈ , as in (1). 

 {( , ) : , }R a b a A b B= ∈ ∈  (1) 

where the domain of a relation R from A and B is the 

set of all first elements of the ordered pairs, and the 

range of R is the set of all second elements [26].  

A digital image consists of coherent pixels. For an 8-

bit grayscale image, the range value of image pixel 

intensity is 0 to 255. Let S={0,1,…,255} and Q be any 

sequence consisting of elements of S, as in (2). 

 { , }
i i

Q q q S i N= ∈ ∈  (2) 

where i j≠  does not imply 
i j
q q≠ . Let P is pixel sets 

of location. Suppose that the cardinalities of P and Q 

are the same; then, a relation I between P and Q, the 

elements of which are binary (or ternary) relations such 

as (p, q), is expressed a digital image, as defined in (3). 

 {( , ) | , }I p q p P q Q= ∈ ∈  (3) 

where P is the set of pixel, and Q is the intensity set of 

pixel. 

Information partitioning. A partition of a set x is a set 

of non-empty subsets of X such that every element x in 

X is in exactly one of these subsets [27]. Therefore, a 

family of sets T is a partition of X when the following 

conditions hold:  

(1) 0
i
T ≠  for 1, ,i k= …  

(2) 
1

k

i i
U T X

=

=  

(3) 
i j
T T∪  if i j≠   

In fact, for any equivalence relation on a set X, a set 

of its equivalence classes form a partition of X.  

The relation based image data is divided an image 

into two sets: the set of pixels P and the set of 

intensities Q. However, the uncertainty of P is zero 

because the set P is a well-ordered set with a 

lexicographic order. Let signal I be a relation between  

P and Q, where P={1,…,k} and Q={1,…,n}. A relation 

I is 
1

| | 0
i i
I I

+
− = . Then, the relation I is an equivalence 

relation. The set partitioned by the equivalence relation 

results in non-overlapped equivalence sub classes [28]. 

2.2 Image Permutation Method 

The proposed method is separately applied to the 

image in horizontal and vertical direction permutation. 

The proposed algorithm assumes that the original 

images have the dimensions M N× . In case of 

horizontal permutation, the dimension of row data is 

1 N× , and the value of xiN can be any positive integer 

that satisfies (1, , )
iN
x M∈ … , where M is the total row 

number. The row number is increased by one until end 

of the image in horizontal permutation. We applied the 

row data xiN in equation (3) is defined in (5). 

 {( , ) | , }I p q p N q x= ∈ ∈  (5) 

Where the q set is the intensity values of xiN and the 

p set is corresponding pixel location of xiN. The vertical 

permutation is performed similarly to horizontal 

permutation. In vertical permutation, column data xMj 

can be any positive integer that satisfies 

(1, , )
Mj
x N∈ … , where N is the total column number. 

The column number is increased by one until end of 

the image in vertical permutation. 

The permutation process involves two steps in each 

direction: divide the data into I subpartition then 

permute the I subpartition, as shown in Figure 1. In the 

first step, we split the input pixels into subpartition, but 

it is not just a random data division into subpartition. 

The data with correlated pixels are combined into one 

subpartition. Hence, the correlated pixel range is 

defined by data partition boundary. The partition 

boundary of data has to be adaptively decided for data 

instead of uniformly decided. In this paper, the 

partition boundary is calculated using the well-known 
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Lloyd algorithm which specialized for dividing data 

into optimal partitions [29]. After that, input pixels are 

divided into subpartition, so correlated pixels are 

included into same subpartition keeping the correlation 

between pixels in subpartition. 

 

Figure 1. Block diagram of the proposed algorithm  

And second step, we permute the I subpartition. 

Though the permutation method is applied in a random 

way, we make the descending order based on the 

representative value of such subpartition. Thus, data 

that is correlated within a subpartition also obtain 

correlation with adjacent subpartitions by permutation. 

It eventually makes the data unpredictable becoming as 

one form of the encryption. In addition, the correlation 

of data is greatly improved, which improves 

compression efficiency.  

2.2.1 Divide Subpartition 

The frequencies of the row or column data pixel 

values are combined to form I subpartition. To 

combine subpartition, we firstly need to determine the 

partition boundary based on Lloyd’s algorithm and 

then decide the corresponding pixels in each I 

subpartition.  

2.2.1.1 Decide Partition Boundary  

The partition boundary decision process starts with 

selecting arbitrary representative value for partition 

then repeating following steps: 

Step 1: Assign each pixel to the new partition 

corresponding to its nearest representative value.  

Step 2: The assignment of pixel to partitions, compute 

new representative value of partition.  

The algorithm stops when non-overlapped optimal 

partitions are identified with their corresponding 

boundary values. Additionally, each partition has their 

corresponding threshold value which low threshold l

s
th  

and a high threshold h

s
th , where s is the partition 

number.  

2.2.1.2 Decide Pixel in Subpartition 

After determining the boundary of each subpartition, 

we decide corresponding pixel to each subpartition. To 

determine each I subpartition, the algorithm starts with 

the first pixel xij. 

Step 1: The pixel xij compares with threshold values of 

the partition boundaries until the identified relevant 

partition increases partition number.  

 l h

s ij sth x th≤ <  (6) 

Step 2: If a relevant partition is determined, then the 

pixel value xij is added to the qt set and subpartition 

number t added to the pt, where t is the I subpartition 

number.  

Step 3: After allocation, the current pixel xij to 

subpartition, it repeats the Step 1 to find the relevant 

partition for next pixel xij+1.  

Step 4: If xij+1 has the same partition as xij, then xij+1 is 

added to qt and subpartition number added to pt of 

subpartition It. In this case, cardinality of It is increased 

by 1.  

Step 5: If xij+1 does not belong to the same partition, 

then xij+1 is allocated to a new subpartition I, and the 

number of set t increased by 1.  

These steps are repeated until all pixels in a row are 

divided into subpartitions. In Figure 2 shows that 

illustrated example of divide subpartition step. Figure 

2(a) shows the original data, x-axis shows the pixel 

location and y-axis shows the pixel intensity. This 

example illustrates 11 different pixel data. Figure 2(b) 

shows the divided I subpartition data of original data, 

x-axis shows the value of p set, and y-axis shows the 

value of q set of corresponding I subpartition, total 

subpartition number is 4, and corresponding value of qt 

and pt are given in x axis and y axis.  

2.2.2 Permute Subpartition 

The independent partitions of I were created in the 

divide subpartition step. Next, we permute each I 

subpartition by representative value.  

Step 1: The representative value is the average value 

of pixels in each I subpartition, as defined in (7).  

 
1

k
representative

t i

i

I q
=

=∑  (7) 

where k is cardinality of corresponding It.  

Step 2: The subpartition in row is permuted in 

descending order based on representative value to 

disrupt the neighboring pixel correlation between the 

subpartitions. 
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(a) Original data  

 

(b) Divided I subpartitions 

Figure 2. Illustrated example of divide subpartition  

Once permuted, the neighboring uncorrelated 

behaviors between the subpartitions provide a form of 

encryption. Illustrated example of permutate 

subpartition step is show in Figure 3. Figure 3(a) 

shows the divided subpartitions, Figure 3(b) indicates 

the permuted subpartition based on their representative 

value. In this example, the discontinuity between I0, I1 

and I2, I3 are eliminated by permutation process. Also, 

subpartition I3 and I0 become neighbor data. 

Furthermore, the correlation of neighboring pixel is 

increased by permutation. Because the subpartitions 

are permuted by descending order, it results in high 

correlation with adjacent pixels. Figure 5(a) to Figure 

5(f) and Figure 5(g) to Figure 5(l) respectively display 

the original image and the proposed encrypted image. 

After horizontal permutation process, vertical 

permutation process repeats the divide subpartition and 

permute subpartition step until end of column. The 

permutation process generates the encryption key in 

each direction. In Figure 4. the horizontal and vertical 

permuted example of image is shown. The encryption 

key is including I subpartition’s location data pt and the 

cardinalities of k. For example, the encryption key of 

Figure 3(b) is {[1, 4], [2, 3], [3, 2], [0, 2]}. 

2.3 Image Decryption Method 

The decryption process requires two different data: 

the proper encryption key and the encrypted image that 

generated from the encryption process. The encryption 

key contains the value of pt sets and the cardinality 

value for each pt corresponding to the rows and 

columns. The encrypted image contains a set of 

permuted qt based on I subpartitions in the encryption 

 

(a) Divided subpartitions  

 

(b) Permuted subpartitions 

Figure 3. Illustrated example of permute subpartition  

 

  

(a) horizontal permuted 

image  

(b) vertical permuted 

image 

Figure 4. Horizontal and vertical permuted image  

process. In terms of decryption, it first decrypts the 

column data and then decrypts the row data as opposed 

to encryption. For decryption, make each column or 

row data into an I subpartitions containing qt and pt sets. 

Then, re-permute the subpartitions by ascending order 

based on the pt value. For example, the decryption 

process gets the encryption key of illustrated example 

Figure 3(b) {[1, 4], [2, 3], [3, 2], [0, 2]}, after re-

permutation {[0, 2], [1, 4], [2, 3], [3, 2]}, last 2 pixels 

are shifted to beginning of data.  

2.4 Compression and Permuted Subpartition 

The main goal of the proposed method is to propose 

the permutation method of encryption that can improve 

compression efficiency. For compression efficiency, 

rather than random pixel permutation, we partition the 
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correlated neighboring pixels into subpartition then 

permute all subpartitions in horizontal and vertical 

direction of the image. In the dividing subpartition 

process, we eliminate the pixel discontinuity of the 

image. Also, in permute subpartition process, we 

maximize the correlation of neighboring subpartitions. 

Thus, by dividing I subpartition and permuting I 

subpartition methods, it gets rid of the discontinuities 

in the image, giving a highly correlated pixels in image.  

Higher pixel correlation results in more energy 

concentrated in the DC coefficient and less AC 

coefficient during the transformation process of image 

compression algorithm. It helps to reduce quantization 

error in AC coefficient in quantization process for 

lossy compression and give more efficiency in entropy 

coding. In Figure 5(a) to Figure 5 (l) shows the 

encrypted image, the encrypted image data shows that 

the adjacent pixel values of encrypted image are very 

similar. Furthermore, our encrypted images are highly 

correlated with adjacent pixels, and it improves the 

compression efficiency. 

 

(a) Shoulder (b) Chest00 (c) Chest01 (d) Chest02 (e) Ankle (f) Lena, 

Encrypted image 

 

(g) Shoulder (h) Chest00 (j) Chest02 (j) Chest02 (k) Ankle (l) Lena 

Figure 5. The original test image and encrypted images using the proposed algorithm 

3 Analysis Results  

In this section, we evaluate the proposed work in 

two ways. Firstly, we evaluate the security strength of 

the proposed encryption with correlation coefficient 

analysis, key space analysis, mean absolute error 

analysis. However, in this analysis, we did not take the 

histogram analysis because the proposed work did not 

change the pixel values during the encryption process. 

Second, the compression efficiency of the proposed 

work is evaluated with the compression-friendly 

analysis. Our simulation uses six gray-scale images. 

Five are medical images: Shoulder, Ches00, Chest01, 

Chest02, and Ankle, shown in Figure 5(a) to Figure 

5(e). The other image is Lena shown in Figure 5(f). 

The image size of all six images is 1024 × 1024 pixels. 

3.1 Correlation Coefficient Analysis  

A correlation coefficient provides a measurement of 

image encryption, and indicates a predictive 

relationship that can be exploited in practice [5, 14, 30]. 

This coefficient indicates the strength of the correlation 

between two variables, and its value ranges from -1 to 

1. Values close to 1 or -1 indicate that the variables are 

strongly correlated, and values close to 0 indicate weak 

or no correlation.  

In this experiment, we compared correlation 

coefficient analyses of the proposed algorithm with 

only permutation encryption algorithm: Kekre [22], 

and permutation plus confusion algorithms: Mahdieh 

[15], Wang [6], Zhang [7] and Wang [8]. The 

correlation coefficients between the original and 

encrypted images are tested by randomly selecting 

10,000 pairs of adjacent pixels from each image. 

Correlation coefficients are calculated as: 

 1

2 2

1 1

( )( )

( ) ( )

N

i i

i

N N

i i

i i

x x y y

Cor

x x y y

=

= =

− −

=

− −

∑

∑ ∑

 (8) 

where x, y are the pixel values of two adjacent pixels, 

and x , y  are the mean values of the pair images. N is 

the total number of pixel pairs randomly selected from 

the test images. The correlation coefficients of 6 

different pairs are shown in Table 1. For Mahdieh’s 

algorithm, the correlation coefficient of the encrypted 

image pair #2 is 0.007, and that of the non-encrypted 

image pair #2 is 0.551.  
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(a) Shoulder (b) Chest00 (c) Chest01 (d) Chest02 

 

(e) Ankle  (f) LenaSSIM result (g) Shoulder (h) Chest00 

 

(i) Chest01 (j) Chest02 (k) Ankle (l) Lena 

Figure 6. JPEG2000 result of previous and proposed algorithms with lossy compression 

Table 1. Correlation coefficients of previous works and the proposed work 

Encryption algorithm 
Pair image Non-encrypted Mahdieh 

[15] 

Kekre 

[22] 

Wang 

[6] 

Zhang 

[7] 

Wang 

[8] 

Proposed 

work 

1. Ankle : Lena 0.085 0.005 0.079 0.011 0.035 0.111 0.898 

2. Chest00 : Ankle 0.551 0.007 0.552 0.014 0.163 0.438 0.950 

3. Lena : Chest00 -0.010 -0.002 0.025 0.019 0.015 0.033 0.952 

4. Chest02 : Chest01 0.701 0.689 0.704 0.004 0.136 0.442 0.954 

5. Shoulder : Chest02 0.050 0.028 0.042 0.010 0.057 0.040 0.967 

6. Chest01 : Shoulder 0.007 0.017 0.009 0.004 0.024 0.083 0.946 

Average 0.231 0.124 0.235 0.010 0.072 0.191 0.945 

 

This result shows that encryption by permutation 

plus confusion algorithm which Lakhami et al. [15], 

Wang et al. [6], Zhang and Wang [7], Wang et al. [8] 

are randomizing the original images into an encrypted 

image where encrypted images are not correlated with 

each other. For Kekre’s algorithm, the correlation 

coefficient of the encrypted image pair #2 is 0.552, 

exhibiting a down sampling effect. In contrast, the 

correlation coefficient of the proposed algorithm value 

is 0.950, which means that encrypted image of 

proposed algorithm is similar to other encrypted image 

resulting from ordering I subpartitions in permutation 

stage. The average of correlation coefficient value is 

0.944. Furthermore, with the proposed algorithm 

encryption, the all encrypted image is highly correlated 

with other encrypted images. The proposed algorithm 

changes the subpartitions locations, making the 

original image unpredictable from the encrypted image. 
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3.2 Key Space Analysis   

The key space analysis is summarized in the 

following sections. The encryption key is determined 

by the I subpartitions that were divided by Lloyd’s 

algorithm. The number of I subpartitions varies for 

each row and column. For an M N×  pixel image size, 

the total number of I subpartition is given by (9). 

 
1 1 1 1

total_I_subpartition
M s N K

ij ij

i j i j

I I

= = = =

⎛ ⎞ ⎛ ⎞
= +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
∑∑ ∑∑  (9) 

Where S and K are the maximum number of I 

subpartitions for each row and column, respectively. 

Let 2b bits represent the total number of I subpartitions, 

where, for a good level of security, the key space 

should be larger than 2100 [31-32]. For example, for our 

proposed encryption algorithm and the test image 

Ankle, the total number of I subpartitions is 2298433, 

much larger than 2100. As the image size increases, the 

number of I subpartitions increases greatly. Therefore, 

the number of possible values for the encryption key 

also increases greatly. This makes unauthorized 

decryption without the proper encryption key more 

difficult. 

3.3 MAE Analysis 

The measurement of mean absolute error (MAE) 

indicates a difference between the original image and 

the encrypted image and is defined as [15, 22]: 

 
1 1

| ( , ) ( , ) |
M N

i j

O i j E i j

MAE
M N

= =

−

=

×

∑∑
 (10) 

where ( , )O i j  is the pixel value of the original image, 

and ( , )E i j  is the pixel value of the encrypted image. 

The calculated MAE values for the previous and 

proposed algorithms are listed in Table 2. The MAE 

value of the Chest00 image is 60.41, indicating that 

there is no similarity between the original image and 

the encrypted image. The average value of proposed 

work’s MAE is higher than Kekre’s work by 25.19 and 

similar to the other works. In terms of MAE analysis, 

the prosed work provides similar security strength with 

permutation plus confusion algorithms. Furthermore, 

the original image unpredictable from the encrypted 

image, there is no similarities between original image 

and encrypted images.  

Table 2. MAE values of previous and proposed algorithms 

Test Image 
Lakhami et al. 

[15] 

Kekre et al. 

[22] 

Wang et al. 

[6] 

Zhang and Wang 

[7] 

Wang et al. 

[8] 

Proposed  

work 

1. Shoulder 35.28 15.22 41.21 41.55 41.79 36.17 

2. Chest00 49.55 28.31 42.61 42.15 42.53 60.41 

3. Chest01 39.85 16.26 41.91 41.59 41.85 37.65 

4. Chest02 41.82 14.36 37.48 37.34 37.45 41.99 

5. Ankle 49.01 8.12 44.16 43.67 44.06 55.60 

6. Lena 37.52 17.10 49.68 49.13 49.51 30.68 

Average 42.17 16.56 42.84 42.57 42.87 43.75 

 

3.4 Compression-friendly Analysis 

This section describes the compression-friendly 

analysis. The proposed scheme is implemented as an 

extension of JPEG and JPEG2000 compression 

standard [33], as shown in Figure 7. 

 

Figure 7. Scheme of the compression-friendly analysis 

For the compression-friendly analysis, we varied the 

compression ratio for JPEG2000 from 10 to 100 and 

JPEG from 9 to 42 for each test image. In addition, we 

used two metrics for visual degradation and 

compression friendliness. The peak signal to noise 

ratio (PSNR) is defined in (11). 

 

2

1 1

2

10

[ ( , ) ( , )]

10log

M N

i j

O i j E i j

MSE
M N

MAX
PSNR

MSE

= =

−

=
×

⎛ ⎞
= ⎜ ⎟

⎝ ⎠

∑∑

 (11) 

where  MAX  is the maximum possible pixel value of 

the image. When test image pixels are represented as 8 

bits per pixel, the MAX is 255. 

The second metric is the structural similarity index 

method (SSIM), which measures the similarity 

between the original image and the distorted image. 

The result of SSIM index is between -1 and 1, and 1 

means two images are indicating perfect structural 

similarity. A value of 0 indicates no structural 

similarity. 

In Figure 6(a) to Figure 6(e), the y-axis is the PSNR 
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value of test image compression using the JPEG2000 

algorithm. The x-axis indicates the compression ration 

by BPP (bit per pixel). The non-encrypted Ankle 

images has a PSNR value of 41.94 dB when 

compressed with compression ratio 30 (0.27 bpp). If 

we apply permutation plus confusion algorithm, the 

PSNR value becomes under 10 dB, which is an 

unacceptable value in image compression. Although 

these algorithms achieve security, it is inconvenient 

with lossy compression because of the permutation 

process. After the permutation process, no continuity in 

pixel values remains in the encrypted image. The 

existence of discontinuity increases the approximation 

error originating from compression applied in the 

spatial domain. In various transform-based lossy 

compression methods, the performance of compression 

is determined by the continuity of estimation during 

the process. The PSNR value of Kekre’s approach is 

35.01 dB, illustrating compression loss. In contrast, the 

PSNR value of the proposed algorithm is 43.18 dB, 

greater than that of the original compressed image. 

This compression efficiency improvement is achieved 

by the permutation methods of our proposed algorithm. 

The resulting reduction in pixel value discontinuities 

eliminates the estimation (approximation) error and 

thereby enhances the compression efficiency. The 

improvement varies depending on the image and 

compression ratio. The approximation error is 

generated more in high compression ratio to compress 

more. Therefore, proposed work is to increase the 

correlation of image and it is more efficient in high 

compression ratio.  

In Figure 6(g) to Figure 6(l), the y-axis is the SSIM 

value of the test images applied to JPEG2000. The 

experimental results show that the proposed encryption 

algorithm increases the structural similarity value. 

 

(a) Shoulder (b) Chest00 (c) Chest01 (d) Chest02 

 

(e) Ankle  (f) Lena, SSIM result (g) Shoulder (h) Chest00 

 

(i) Chest01 (j) Chest02 (k) Ankle (l) Lena 

Figure 8. JPEG result of previous and proposed algorithms with lossy compression 

As seen in the result the SSIM difference between 

Ankle original and Ankle proposed are 0.0018 in 

compression ratio 10 (0.8 bpp).  

However, difference is increased by 0.0252 when 

compression ratio is 100 (0.08 bpp). In point of 

structural information, proposed work is to save more 
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structural information loss in high compression ratio. 

The example of reconstruction image with JPEG2000 

is shown in Figure 9.  

 

(a) Original image (b) Mahdieh encrypted 

image  

(c) Kekre encrypted image,  (d) proposed encrypted 

image 

 

(e) Reconstructed image of 

non-encrypted  

(f) Reconstructed image of 

Mahdieh  

(g) Reconstructed image of 

Kekre  

(h) Reconstructed image of 

proposed 

Figure 9. Reconstructed lena image of JPEG2000 (CR=10)  

The JPEG200 lossless compression’s BPP result is 

indicated in Table 3. The Mahdieh [15], Wang [6], 

Zhang [7] and Wang [8] algorithms require more than 

8.22 bit requires to lossless compression the test 

images. The non-compressed image with 1024×1024, 

grayscale requires 8 bpp, the average value is higher 

than non-compressed bpp. Also, the average bpp of 

Kekre’s work is 4.85 bpp more than 2.01 bpp 

compared to non-encrypted image. However, the 

average value of bpp of proposed works is 2.98 bpp 

and more than 0.14 bpp compared to non-encrypted 

image. In the case of Chest01, Chest02 and Ankle, the 

proposed work requires smaller bits compared to non-

encrypted. These results indicate that the proposed 

encryption algorithm can works with lossless 

compression algorithm. In Figure 8(a) to Figure 8(e) 

shows the PSNR measurement of JPEG and Figure 8(g) 

to Figure 8(l) the SSIM measurement of JPEG 

comparison between previous, non-encrypted and 

proposed work with different bpp. The result shows 

that PSNR and SSIM value of our proposed work are 

greater than other encryption works and non-encrypted 

images with high compression ratio.  

The proposed algorithm provides an encryption 

algorithm that is convenient with both lossy and 

lossless compression algorithms. The values of PSNR 

and SSIM in the results show that compression 

efficiency improves, and the other analysis shows that 

the proposed algorithm provides security.  

Table 3. JPEG2000 lossless compression’s BPP of previous and proposed algorithms 

Test Image Non Encrypted 
Mahdieh 

[15] 

Kekre 

[22] 

Wang 

[6] 

Zhang 

[7] 

Wang 

[8] 

Proposed  

work 

1. Shoulder 3.22 8.38 5.46 8.70 8.38 8.66 3.59 

2. Chest00 2.72 8.68 5.19 8.71 8.09 8.68 3.13 

3. Chest01 3.06 8.53 4.83 8.72 8.26 8.68 2.95 

4. Chest02 2.90 8.61 4.68 8.70 8.20 8.69 2.81 

5. Ankle 2.35 8.87 3.24 8.73 7.93 8.67 2.22 

6. Lena 2.76 8.05 5.71 8.71 8.43 8.68 3.15 

Average 2.84 8.52 4.85 8.71 8.22 8.68 2.98 
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4 Conclusion 

In this paper, we described a compression-friendly 

image encryption algorithm based on the order relation 

theory. In the process, horizontal and vertical 

permutations remove the correlation between 

neighboring subsets to achieve encryption. Each 

directional permutation method has two steps, 

application of the order relation to the horizontal and 

vertical data, then permuting the subsets. The security 

of our proposed method was confirmed via correlation 

analysis, mean square analysis and key space analysis. 

The key space analysis has ensured the security of 

proposed work, and indicates that generated encryption 

key was related with the original image size. For future 

work, we will reduce the encryption key of encrypted 

image. The results of the compression-friendly analysis 

show that the proposed encryption method with JPEG 

and JPEG200 compression, the PSNR and SSIM 

values are significantly higher than those when using 

existing methods and non-encrypted images. The 

proposed encryption is independent of the compression 

algorithm being capable to employ with any existing 

compression standard. 
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