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Abstract

In view of the multi-dimensional attributes and uncertainties existing in the trust evaluation of big data nodes under the big data environment, this paper proposes a big data distributed collaborative trust management framework and a trust assessment model and a trust assessment model. On the basis of big data production environment, the new big data trust processing agent is creatively proposed to calculate and manage data source trust information and establish trust network through trust processing agent. In the calculation of direct trust, this paper adopts the multi-dimensional trust evaluation method of D-S evidence theory to evaluate the direct trust value of the trust agent to the big data source and uses dynamic weight to modify Dempster’s rule of combination to avoid evidence conflict. When calculating the indirect trust value, this paper uses PageRank algorithm to calculate the recommended value of the trust processing agent. Finally, the integrated trust values of big data sources are obtained by combining direct and indirect trust. Experimental analysis shows that the trust model can make trust evaluation for big data sources accurately, has obvious ability to distinguish trust, and has strong robustness.
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1 Introduction

In the era of big data, most data sources are provided to various big data systems in the form of database or online API. The generation process of big data system is complex, which requires parallel or series processing of multiple data to produce useful results. The 4V characteristics of big data make it hard to avoid problems such as inconsistency and lack of data in the process of producing, transmitting and receiving big data, that is, it is easy to produce unreliable data [1]. In addition, the stability and reliability of data sources is also an important guarantee for the production of big data. If there is no credible data environment, the use of big data will bring great risks and hidden dangers, misleading and harmful results to user decisions. Therefore, the credibility calculation of big data sources should be carried out before the big data source to screen out the real and credible data or the data environment with high credibility and to eliminate the data with unreliability or low credibility.

There has been a lot of discussion about the definition of trust. Different scholars have given different interpretations and reached no consensus. Over the years, researchers have proposed many different expressions of the concept of trust from different perspectives. Social scientists tend to attribute trust to the decisive influence of external society, environment and organization on human behavior, and the influence of internal biological mechanism on individual decision-making and use game theory to study it [2]. For example, Abdul-Rahman et al. [3] defined “trust” as: trust refers to a person’s ability to complete a specific task as scheduled, which reflects a personmoral level and social existence. Buskens [4] gave the following definition of “trust”: trust mainly comes from previous interaction experience, and based on the interaction experience, select whether to trust the promise of the other party, and disclose personal privacy information to the other party. In the field of computer, the emergence and development of the concept of “trust” make up for the deficiency of traditional computer security technology and improve the security of network and software system. Wang and Vassileva [5] explained the concept of trust as a direct evaluation of an individual based on his own experience and a direct measurement of the credibility...
and reliability of another individual. At present, the research on trust mainly focuses on multi-agent system, P2P network, social network, cloud service and other fields. Trust measurement model based on fuzzy theory mainly contains [6], based on information entropy theory [7], based on the theory of evidence and probability statistics [8]. Josang [9] and Muil et al. [10] in their trust model using the Bayesian estimation theory, Josang in his model was proposed based on the Beta distribution function to describe the ideas of the a posteriori probability, the binomial events is given a based on positive and negative events for certainty probability density function, Muil et al. also used this method in his article, but they did not grade the trust, that is, did not distinguish the direct trust value from the recommended trust value. Wu et al. [11] proposed a multidimensional trust assessment method based on d-s evidence theory to evaluate the trust value of cloud service providers in view of the multidimensional attributes and uncertainties of trust assessment in the current cloud environment. Li et al. [12] proposed a trust evaluation model based on entropy weight method. In the fusion calculation process of multi-dimensional decision attributes, the information entropy theory was used to establish the classification weight of each decision attribute to avoid the weak adaptability of subjective judgment method in weight setting and ensure the effectiveness and objectivity of the recommendation trust evaluation decision.

However, there are not many researches on big data using trust theory. Johannes Sanger et al. is among the first to trust evaluation relates to one of the researchers in the field of big data, he big data in [13] the authenticity of the definition, judgment, evaluation and other issues put forward the research route, and from the objective or subjective, credible or deceive, reliable or unreliable the three dimensions of authenticity, and discussed the measurement and evaluation of the three dimensions of existing tools and techniques; [14] puts forward that from the perspective of big data security, one of the most important problems to be solved is the credibility of each source or information, and proposes a method to evaluate and quantify the trust level of information sources and information items by using a large number of literature citation rankings. This method uses the trust evaluation model for reference to the PageRank method of Google and realizes the literature rating as a social choice problem. Based on the traditional data trust analysis theory, Li et al. [15] constructed a hierarchical network model for dynamic big data trust analysis by adding weight parameters such as time factor and penalty factor. In this paper, a big data credibility computing framework is proposed. In this paper, a big data credibility computing framework is proposed. The direct trust is calculated by improving the D-S evidence theory model, the indirect trust is calculated by PageRank model, and the comprehensive trust is finally calculated.

2 D-S Evidence Theory

Evidence theory originated from the research work of A. P. Dempster, a mathematician at Harvard University in the 1960s, which used upper and lower limit probability to solve the problem of multi-valued mapping. His students G. Shafer theory of Evidence for further development, the introduction of trust function concept, formed a set based on the “Evidence” and “combination” deals with the problem of uncertainty reasoning according to the Mathematical method, and in 1976 published A Mathematical foundation of Evidence, it marks the Evidence Theory became a complete theory of dealing with uncertainty. In D-S evidence theory, the recognition framework is used to represent the complete set of the object studied, and the elements in Q are mutually exclusive and discrete values. The set of all subsets based on the recognition framework is called the power set of Q, which is called \( 2^Q \). [16-18]

**Definition 1:** Basic Probability Assignment Function (BPA). In the identification framework \( Q \), if \( m: 2^Q \rightarrow [0,1] \) exists, it is satisfied

\[
\begin{align*}
\sum_{A \subseteq Q} m(A) &= 1 \\
m(\emptyset) &= 0
\end{align*}
\]

Then \( m \) is the basic probability distribution function of \( A \), called mass function, so that \( A \) of \( m(A)>0 \) is called Focal elements.

**Definition 2:** Belief function. The trust function based on BPA \( m \) on the identification framework \( Q \) is defined as:

\[
\text{Bel}(A) = \sum_{B \subseteq A} m(B)
\]

**Definition 3:** likelihood function (Plausibility function), the likelihood function based on BPA \( m \) on the identification framework \( Q \) is defined as follows:

\[
\text{Pl}(A) = \sum_{B \cap A \neq \emptyset} m(B)
\]

**Definition 4:** reliability interval. The trust function \( \text{Bel}(A) \) and the likelihood function \( \text{Pl}(A) \) constitute the reliability interval. \( \text{Bel}(A), \text{Pl}(A) \), which is used to express the degree of confirmation of the proposition. \([0, 0]\) represents the negation of proposition \( A \), \([1, 1]\) represents the affirmation of proposition \( A \). The description of the evidence reliability interval is shown in the Figure 1.
**Definition 5:** Dempster’s combinational rule, also known as evidence combination formula. For two mass functions \( m_1 \) and \( m_2 \) on \( \forall A \subseteq \Theta \) and \( \Theta \), Dempster’s combination rule is:

\[
m_1 \oplus m_2(A) = \frac{1}{K} \sum_{B \cap C = A} m_1(B) \cdot m_2(C)
\]  

(4)

Where, \( K \) is the normalized constant

\[
K = \sum_{B \cap C \neq \emptyset} m_1(B) \cdot m_2(C)
\]  

(5)

For \( \forall A \subseteq \Theta \), identify the finite mass functions \( m_1, m_2, \ldots, m_n \)’s Dempster combination rule is:

\[
(m_1 \oplus \cdots \oplus m_n)(A) = \frac{1}{K} \sum_{A_1 \cap \cdots \cap A_n = A} m_1(A_1) \cdots m_n(A_n)
\]  

(6)

where

\[
K = \sum_{A_1 \cap \cdots \cap A_n \neq \emptyset} m_1(A_1) \cdot m_2(A_2) \cdots m_n(A_n)
\]  

(7)

\( K \) known as the normalization factor, reflect the degree of evidence conflict between, when \( K \) is close to zero, the smaller the degree of the conflict between body of evidence, the fusion results more accurate, when \( K \) is close to 1, the greater the degree of the conflict between body of evidence, the fusion result is not accurate, when \( K = 1 \), the contradiction between the evidence body, can’t carry on the effective fusion.

Dempster’s rule of combination has some defects and limitations in its application. When there is no conflict or low conflict between evidences, the reasoning of evidences is basically normal, but when there is serious conflict between evidences, the combination result is often inconsistent with the actual situation, that is, the combination rule cannot handle the conflict [19]. Entropy theory holds that the smaller the entropy of information is, the greater the utility value of information will be, and the greater the weight of indicators will be. In this paper, according to the entropy theory, the information entropy of evidence is dynamically calculated to form a correction coefficient, which is used to modify the basic probability distribution (BPA), improve Dempster’s rule of combination, and reduce the degree of evidence conflict. Specific improvements are as follows:

If \( m \) evaluation objects and \( n \) attributes constitute a cube \( D = (a_{ij})_{m \times n} \), then the information entropy of the \( j \)th attribute is

\[
H_j = -k \sum_{i=1}^{m} f_{ij} \ln f_{ij}
\]

where \( f_{ij} = a_{ij} / \sum_{i=1}^{m} a_{ij} \), \( k = 1 / \ln m \) if \( f_{ij} = 0, f_{ij} \ln f_{ij} = 0 \).

Data set \( D = (a_{ij})_{m \times n} \), then at time \( t \), the index weight of the \( j \)th attribute is

\[
\omega_t(j) = \frac{1 - H_j}{n - \sum_{j=1}^{n} H_j}
\]

(8)

where \( 0 \leq \omega_t(j) \leq 1, \sum_{j=1}^{n} \omega_t(j) = 1 \), When a new evaluation object is added or exited, the index weight of the attribute is recalculated. According to the importance weight of indicators, the weight of evidence under the recognition framework is adjusted to obtain

\[
U(m_j) = m_j \omega_t(j)
\]

(9)

According to the information entropy, the weight of evidence is adjusted, and the original basic probability distribution is modified, that is, the new probability distribution function (BPA) can be obtained

\[
m_i(A) = \begin{cases} U(m_j) m_i(A), & A \neq \Theta \\ 1 - \sum_{B \subseteq \Theta} U(m_j) m_i(B), & A = \Theta \end{cases}
\]

(10)

After revising the basic credible number of evidence according to the weight, Dempster’s rule of combination can distinguish the importance of evidence, so as to effectively alleviate the conflict caused by different importance of evidence in the process of evidence combination.

**Definition 6:** class of probability functions.

\[
f(A) = \text{Bel}(A) + \frac{|A|}{|\Theta|} \times (P(A) - \text{Bel}(A))
\]

(11)

Where \( |A| \) and \( |\Theta| \) are the number of elements in \( A \) and \( \Theta \) respectively. The certainty of \( A \) proposition can be expressed by the quasi-probability function.
3 Trust Evaluation Model for Big Data

3.1 Distributed Collaborative Trust Management Framework

The credibility of big data largely depends on the credibility of the data source that publishes the data, which is determined by the direct and indirect trust of the data source. Based on the existing big data production system, this paper proposes a distributed collaborative trust management framework, which collects, stores and computes the direct trust, indirect trust and comprehensive trust of big data sources through distributed trust agents. Direct trust can be obtained by improving D-S evidence theory, by calculating the objective data of the big data system and the subjective data of user evaluation, and indirect trust can be obtained by calculating the reputation value of the data source through the big data network. Distributed trust agents not only store and manage the trust values of all data sources of the big data provider where they are located, but also store the trust values of adjacent nodes for other distributed agents to query. The distributed collaborative trust management framework is shown in the Figure 2.

![Figure 2. Distributed collaborative trust management framework](image)

The main actors of distributed collaborative trust management framework are: (1) big Data Producter (DP), which provides source data services to customers for profit. In the specific environment of big data, DP mainly provides source materials to data manufacturers in the form of data files and API. (2) Big Data Source (DS), providing text, video, pictures and other types of data. (3) Big Data User (DU), using the data provided by DP. In addition, it can request the trust value of DP from TPB, so as to select the most trusted DS. (4) Trust Process Broker (TPB), which provides the credibility information of DS and is responsible for publishing, updating and sharing the global and local trust values of DS. (4) Trust Estimate Agent (TEA), who is responsible for evaluating the subjective trust value of DS and querying the trust value of DS. (5) Trust DataBase, TDB, which stores trust values of DS nodes directly managed by TPB and link information of neighboring TPB nodes.

TPB is distributed in the Internet and entrusted by different big data provider DS to provide information services related to trust computing. When DU requests a big data source with trust requirements, TPB is called. A TPB can represent multiple DS under a big data application, and a DS can also be represented by multiple TPB. TPB obtained DU’s subjective evaluation information of DS from TEA, and further calculated the objective trust value of DS. TPB can interact with each other, exchange and spread trust information. DU can obtain the letter evaluation of DS from multiple TPB.

TPB mainly records and maintains the following information:

1. DS set represented by the TPB;
2. the neighbor TPB set trusted by the TPB.
3. The trust calculation algorithm used by the TPB to evaluate the trust value of DS and other TPB;
4. the trust strategy used by the TPB in different big data environments;
5. Data processing and trust computing module.

3.2 Trust Measurement

3.2.1 Direct Credibility Calculation

Direct credibility is expressed by $\tau_d$, which reflects TPB’s direct trust to data sources. The direct trust calculation in this paper considers the multi-dimensional attribute evidence that affects the trust of big data online data sources. In the trust model of this paper, $\Theta$ is defined as \((T, \neg T)\) and the relationship between TPB and DS is divided into trust \(T\), distrust \(\neg T\), uncertainty \(T, \neg T\). According to the data characteristics of the large data, this article selects the data source performance E1, the data source properties normative E2, data item null frequency E3 and E4 data arrival rate \([11]\), the data source properties by the TPB through big data platform of CPU, memory, disk I/O, load, objective data technologies such as data source, data standardization, data items, frequency of null values, data arrival rate by DU subjective evaluation.

1. DS basic probability distribution. The basic probability distribution is shown in the Table 1.

![Table 1. Basic probability distribution table](image)

<table>
<thead>
<tr>
<th></th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
</tr>
</thead>
<tbody>
<tr>
<td>{T}</td>
<td>$m_{11}$</td>
<td>$m_{21}$</td>
<td>$m_{31}$</td>
<td>$m_{41}$</td>
</tr>
<tr>
<td>{-T}</td>
<td>$m_{12}$</td>
<td>$m_{22}$</td>
<td>$m_{32}$</td>
<td>$m_{42}$</td>
</tr>
<tr>
<td>{T,-T}</td>
<td>$m_{13}$</td>
<td>$m_{23}$</td>
<td>$m_{33}$</td>
<td>$m_{43}$</td>
</tr>
</tbody>
</table>
The basic probability distribution functions of E1,E2,E3 and E4 in the identification framework Θ are \(m_1, m_2, m_3, m_4\) respectively.

(2) Based on the basic probability distribution corresponding to each evidence, the importance weight of evidence is calculated by using equations (1)–(7)

\[ U(m_j), \quad j = 1, 2, 3, 4 \] (12)

(3) The modified BPA function can be obtained by substituting the importance weight into equation (10),

\[ \left\{ m_i(T), m_i(-T), m_i(T,-T) \right\} (i = 1, 2, 3, 4) \] (13)

(4) Finally, according to formula (4), attribute evidence is synthesized to obtain trust triples \(\left\{ m_i(T), m_i(-T), m_i(T,-T) \right\}\) representing direct trust of big data sources.

(5) Formula (11) class probability function is used to calculate the direct trust value. As a measure of the imprecision of trust, the reliability space of uncertain events is divided according to the probability of occurrence of trusted and untrusted events in the data source, and the two events are assigned to be trusted and untrusted.

Define 9 TPB’s direct trust in DS

\[ T_d = f(T) = Bel(T) + \frac{|\{T\}|}{|\{T,-T\}|} \times (1 - Bel(T)) \] (14)

\(|\{T\}|=1,|\{T,-T\}|=2\). Formula (14) comprehensively considers the trusted part, the untrusted part and the uncertain part of the data source trust relationship. This method can accurately evaluate the direct trust relationship between big data sources and users, is more intuitive and closer to the authenticity of trust. TPB’s direct trust in DS is stored in TPB’s trust value database.

### 3.2.2 Indirect Reliability Calculation

In the big data production environment, some big data users cannot obtain the trusted value of DS directly through the TPB they are connected to, and they need to obtain the trusted value of the target data source indirectly through other TPB. Therefore, it is necessary to combine the recommendation information of TPB to calculate the trusted value of DS.

Define 10 recommendation trust. The trust judgment made by TPB based on the evaluation of DS provided by the third-party user TPB is called recommendation trust and also called indirect trust.

In this paper, PageRank algorithm is used to calculate the recommended trust value. According to the principle of sociology, high-quality data sources provided by well-known institutions will be more accepted and recognized by users, and will be used more often. Therefore, we introduce the PR value of data source node as the recommendation trust of data source. At time t, the recommendation trust formula of data source A is as follows:

\[ T_r(t) = \frac{1-a}{N} + a \sum_{T_i \in S(A)} \frac{PR(T_i)}{C(T_i)} \] (15)

Where a is the empirical value that the data source jumps to other data sources with a certain probability, 0.85 is adopted in this paper, and N is the total number of all data sources in the big data production network at time t. The recommendation trust degree of data source is composed of two parts: the data source PR value corresponding to the data source served by the source data source, namely a sigma \(a \sum_{T_i \in S(A)} \frac{PR(T_i)}{C(T_i)}\);

The PR value contributed by one data source randomly selected by the user from many data sources, \(\frac{1-a}{N}\).

### 3.2.3 Trust Propagation and Integrated Credibility Calculation

The trust propagation network of TPB is formed by the trust relationship between each node and its neighbors. With this network, you can get a trust value for one from somewhere else. A TPB trust propagation network is shown below. The solid line between two nodes indicates mutual trust between nodes.

In the Figure 3, we suppose that DU_B requests the trust value of DS_E from TPB_B, and there is no value about DS_E on TPB_B, so TPB_B sends the request to its neighbor TPB_C, then propagates the request to TPB_D, and finally finds the trust record of DS_E on TPB_E. The propagation of the trust message continues until all connected nodes in the network are covered. In the example, we assume that the requested message will be received from all of its neighbors through the following paths, TPB_B->TPB_C->TPB_D->TPB_E and TPB_E->TPB_B, as long as the trust information for the data source DS_E being asked is relevant. For each path, TPB_E will reply the requested DS_E trust value along the opposite direction of the path. Since the attenuation of trust is universal in trust propagation, the longer the path, the more severe the attenuation of trust, and the higher the transmission cost and risk of data. Therefore, when there are multiple paths in source TPB and target TPB, we choose the shorter path as the trust propagation path. Compared to indirectly recommended entities, entities tend to trust the entities they believe in and directly recommend the entities they believe in, so shorter paths show higher trust than longer paths. Comprehensive trust is defined as

\[ T(t) = T_d(t) \otimes T_r(t) \otimes T_l(t) \otimes \ldots \otimes T_m(t) \] (16)

where n is the number of TPB between DS and DU.
4 Experiments

In order to evaluate the trust model proposed in this paper, we use Netlogo to simulate a big data network composed of 100 DS, including multiple DS and a large number of DU. The reliability of DS is measured by trusted value, untrusted value and uncertain value. A total of 100 DU were simulated in the experiment, and attribute data were generated randomly. The experimental steps are as follows:

1. Simulate the evaluation data of 100 DU for DS;
2. Use information entropy to calculate the variable weight of the four indicators, and generate the basic probability assignment function by weighting;
3. Use the improved Dempster combination rule to calculate DS direct trust value;
4. Use PageRank to calculate DS indirect trust value;
5. Calculate the comprehensive trust value.

4.1 Direct Trust Calculation

In this paper, TPB uses four indicators to evaluate the reliability of big data DS, where E1 represents the performance of data sources and is an objective indicator, which is calculated according to the CPU, memory and load of DS; E2 refers to data normalization of data sources; E3 to null frequency of data items; E4 to data arrival rate, all of which are subjective indicators generated by DU evaluation. 10 nodes are selected and their scores are shown in the Table 2.

![Table 2. Big data source attribute value](image)

According to the weight calculation in formula (8), the variable weight of each evaluation index can be obtained. The results can be seen in the Table 3.

![Table 3. The variable weight of each evaluation index](image)

According to formula (1)–(11), the above 10 data source nodes have direct trusted values, as shown in the Table 4.

![Table 4. Direct credibility calculation](image)

4.2 Indirect Trust Calculation

The big data network of 100 nodes was generated through Netlogo simulation, as shown in the Figure 4. 10 nodes were selected to calculate PageRank, as shown in the Table 5.

![Figure 4. TPB trust propagation network](image)
Table 5. PageRank calculation

<table>
<thead>
<tr>
<th>who</th>
<th>rank</th>
<th>is who rank</th>
<th>is who rank</th>
<th>is who rank</th>
<th>is who rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.026389</td>
<td>19</td>
<td>0.001389</td>
<td>1</td>
<td>0.009722</td>
</tr>
<tr>
<td>1</td>
<td>0.018056</td>
<td>13</td>
<td>0.0125</td>
<td>9</td>
<td>0.009722</td>
</tr>
<tr>
<td>2</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>3</td>
<td>0.044167</td>
<td>3</td>
<td>0.009722</td>
<td>7</td>
<td>0.016667</td>
</tr>
<tr>
<td>4</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>5</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>6</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>7</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>8</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
<tr>
<td>9</td>
<td>0.038889</td>
<td>28</td>
<td>0.016667</td>
<td>12</td>
<td>0.004167</td>
</tr>
</tbody>
</table>

According to formula (15), the Table 5 can be obtained.

Construct DU1 and query the trust degree of DU91 through TBP, then

\[
T(t) = T(t) = T_d(t) \otimes T_r(t)
\]

\[
= 0.319459 \times 0.00833 = 0.002666
\]

It can be seen from the experimental results that the reliability has relatively higher trusted value and relatively lower untrusted value and uncertain value. Untrustworthiness has relatively higher untrustworthiness value and relatively lower trustworthiness value and uncertainty value; And random has relatively higher uncertain value and relatively lower trusted value and untrusted value.

5 Conclusion

This paper proposes a multi-attribute decision trust assessment model and distributed collaborative management framework based on improved D-S evidence theory in the context of big data and evaluates the credibility of big data sources through subjective and objective evidence. In this framework, TPB uses D-S theory to collect, process and evaluate the trust information in the big data environment, and can obtain the direct trust value of DS from a single DU perspective. In order to share in the big data environment of multiple data source provider of trust information, this model is to establish trust between the TPB and TPB transmission network, when a TPB received about a trust information request, will spread through trust network to forward the request to neighbors, trust network spread through every trust relation with its neighbors and form, using PageRank from the angle of all the assembled by indirect trust value. Using direct and indirect trust values, we can calculate the comprehensive trust value of the data source. Experiments show that our proposed trust management framework is effective and robust in identifying the trusted and the untrusted.
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