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Abstract 

Max-flow/min-cut is named by the dual problem of 

finding a flow with maximum value in a given network 

and looking for a cut with minimum capacity overall cuts 

of the network. Petri Nets (PNs) is an effective modeling 

tool which has been widely used for the description of 

distributed systems in terms of both intuitive graphical 

representations and primitives well-defined by 

mathematics. Most cited references related to the max-

flow/min-cut focus on either the improvement of the 

solving algorithm or its applications. Whereas in this 

paper, PNs are adopted to model and analyze the max-

flow/min-cut. Firstly, algorithms for generating models 

from a given flow network and its residual network are 

introduced based on the PNs theory. Then, the models are 

combined to simulate the classic Ford-Fulkerson for 

solving the max-flow/min-cut and finding flow 

distributions when the max-flow achieves. Finally, 

simulation results and proofs are presented to show that 

our method is an intuitive and effective way of 

understanding and presenting the max-flow/min-cut 

theory and to ensure its validity. The proposed PNs based 

method is extensible because the idea can easily be 

applied to other graph problems similar to the Max-

flow/min-cut.  

Keywords: Petri nets, Max-flow/min-cut, Ford-Fulkerson 

method, Modeling, Simulation 

1 Introduction 

The dual problem of maximum flow and minimum 

cut in graph theory is often referred to as the max-

flow/min-cut, which is one of the most explored 

problems in terms of combinatorial optimization. 

Researches related to max-flow/min-cut nowadays 

focus on either the fundamental principles or its 

applications. Regarding the fundamentals, Han et al. 

[1] explored the maximum flow problem regarding to 

uncertain network. Given a network and a set of source 

and destination pairs, Bonami et al. [2] discussed the 

problem of maximizing the sum of the flow under 

proportional delay constraints. Zhu and Gleich [3] 

presented a parallel algorithm for the undirected min-

cut problem with floating-point valued edge weights. A 

strong version of the max-flow/min-cut theorem was 

studied by Aharoni et al. [4] for countable networks. 

Regarding to the applications, as a powerful tool, max-

flow/min-cut also has been widely adopted in scenarios 

such as road networks evaluation [5-6], online semi-

supervised learning [7], invulnerability analysis of 

power grids [8], and energy minimization in vision [9]. 

For example, the idea of employing min-cut/max-flow 

to minimize certain energy functions was firstly 

introduced by Greig et al. [10] for the purpose of image 

restoration. Later, Boykov et al. [11] extended the 

model and proposed a famous framework named 

Graph Cuts, which has been popularly used for image 

& mesh segmentation [12-16], stereo with occlusions 

[17], multi-camera scene reconstruction [18] and so on. 

The max-flow/min-cut has played fundamental and 

crucial roles in many kinds of research which can be 

formalized by the graph, however, their principles and 

solutions are usually very abstract and difficult for 

understanding and presentation, which becomes the 

major motivation of our work, and we find a Petri Nets 

(PNs) based approach as the solution. As mentioned by 

Serral et al. [19], Petri nets are a mathematical and 

graphical modeling language with powerful analysis 

techniques. In other words, PNs have animated 

graphical notations which make them intuitive for 

describing abstract knowledge and modeling 

procedures such as choice, iteration and concurrent of a 

system. Besides, simulations of PNs can be defined 

mathematically, which makes the PNs based analysis 

more convincible. For example, Ivasic-Kos et al. [20] 
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represented knowledge about concepts that can appear 

in an image by a fuzzy PNs-based formalism. Thanks 

to the fuzzy-knowledge representation scheme, the 

obtained image interpretation is enriched with new, 

more general and abstract concepts that are close to 

concepts people use to interpret these images. Yuan et 

al. [21] proposed a Petri net model for autonomous 

tracking of chemical plumes developed in both 

diffusive and turbulent airflow environments with 

relatively high source localization rates under the two 

cases. Formal aspects of the methodology to construct 

an expert system or decision support model based on 

the associative Petri net was introduced by Chiang et al. 

[22] for associative Petri nets are a powerful method to 

represent knowledge in the domain of decision support 

systems and can be translated into rule-based systems 

easily. The PNs also can be used to verify the cross-

organisational workflows [23]. 

The aim of this paper is to use PNs to formalize the 

max-flow/min-cut problem and depict its solutions. To 

achieve the object, after the descriptions of some basic 

concepts and notations in Section 2, modeling 

algorithms for both flow networks and the 

corresponding residual networks are introduced in 

Section 3 according to the PNs theory. Then PNs 

models of the flow network and residual network are 

combined to simulate the Ford-Fulkerson method for 

solving the max-flow/min-cut and finding different 

flow distributions when the max-flow achieves (see 

Section 4). In additional, simulation results and proofs 

are presented in Section 4 and Section 5 respectively to 

show that our method is an intuitive and effective way 

of understanding and presenting the max-flow/min-cut 

theory and to ensure the validity. Section 6 concludes 

the paper. 

Main contributions of this work are as follows: 

‧ PN models for flow networks and residual networks 

are introduced in this paper, which is intuitive. 

‧ Based on the proposed models, the proposed 

simulation methods can be used to solve and 

illustrate the max-flow/min-cut of a given flow 

network. 

‧ A back-flow strategy also is presented to identify 

different flow distributions when the max-flow 

achieves. 

‧ Formal analyses and proofs are made to validate the 

proposed method. 

2 Problem Statement and Preliminaries 

In this Section, problem statement and preliminaries 

about max-flow/min-cut and Petri Nets are given. 

2.1 Max-flow/ Min-cut 

Max-flow problem concerns about the flow in a 

network. Definition 1 formally defines the problem 

(please refer to [24] for the definitions of flow-

networks, the flow and its value).  

Definition 1 (Maximum flow) [24].  

Given a flow network ( , )G V E=  with source s  and 

sink t , the maximum flow problem wishes to find a 

flow of maximum value.  

Sometimes, acquiring the value of maximum flow in 

G  is the aim of an application, but more commonly, 

finding out the value of flow for each edge is preferred 

when a maximum flow achieves [25]. As for a solution, 

our method is closely related to the classic Ford-

Fulkerson method which relays on residual networks. 

Therefore, the definition of residual networks is given 

in Definition 2 as well. 

Definition 2 (Residual networks) [24].  

Given a flow network ( , )G V E=  and a flow f , the 

residual network of G  induced by f  is ( , )f fG V E= , 

where {( , )fE u v= ∈

 
: ( , ) 0}fV V c u v× > , and ( , )fc u v  is 

the residual capacity which meets the Equation 1. 

 

( , ) ( , ), ( , ) ,

( , ) ( , ), ( , ) ,

0, .

f

c u v f u v if u v E

c u v f v u if v u E

otherwise

− ∈⎧
⎪

= ∈⎨
⎪
⎩

 (1) 

An example of a flow network is shown in Figure 

1(a). It represents a case presented in [24] that a 

company named Lucky Puck has a factory (i.e., source 
s ) in Vancouver that manufactures pucks, and it has a 

warehouse (i.e., sink t ) in Winnipeg that stocks them. 

The pucks are shipped from s  to t  through 

intermediate cities. Only ( , )c u v  crates per day can go 

from city u  to city v  at most, while an actual amount 

is ( , )f u v . In Figure 1(a), each edge ( , )u v  in G  is 

labeled by ( , ) / ( , )f u v c u v , which are the flow and 

capacity respectively, and the value of flow | |f  is 19. 

The aim of the Lucky Puck Company’s trucking 

problem is to determine the largest number of crates 

per day that they can ship and should produce, namely 

the max-flow problem for the given G  shown in 

Figure 1(a), whose residual network is illustrated in 

Figure 1(b). 

2.2 Petri Nets 

Petri nets, firstly introduced by Dr Carl Adam Petri 

in 1939, is one of the most famous mathematical 

modeling tools for the description of distributed 

systems. It was also known as a Place/Transition net, 

which consists of basic elements such as Places (e.g, 

conditions, represented by circles in Figure 2) and 

Transitions (e.g, events, represented by bars in Figure 

2). Tokens (e.g., resources, represented by spots in 

Figure 2) can be transmitted from one Place to another 

through Transition between them following some rules. 
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We use | |P  to denote the number of tokens within a 

Place P . A formal definition of PNs is presented in 

Definition 3.  

 

(a) 

 

(b) 

Figure 1. Demonstration of a flow network (a) and its 

corresponding residual network (b) 

 

Figure 2. A Petri net system designed according to the 

graph shown in Figure 1(a) 

Definition 3 (Petri Nets) [26].  

A Petri net is a triple ( , ; )N S T F= , satisfying 

(1) S T ≠ ∅∪  

(2) =S T ∅∩  

(3) ( ) ( )F S T T S⊆ × ×∪  

(4) ( ) ( )dom F cod F S T=∪ ∪  

where dom  means domain of F  and meets 

( ) { | : ( , ) }dom F x y x y F= ∃ ∈ , cod  means codomain of 

F  and meets ( ) { | : ( , ) }cod F y x x y F= ∃ ∈ . S  and T  

denote the set of Place and Transition respectively, and 
F  denotes the flow relation between them. 

2.3 Ford-Fulkerson Method 

As a classic solution of max-flow/min-cut, the Ford-

Fulkerson method is proposed by L. R. Ford and D. R. 

Fulkerson in 1962. As shown in Algorithm 1, it 

acquires the maximum flow in a flow network by 

finding an augmenting path in the corresponding 

residual network and augment the flow iteratively. 

 

Algorithm 1. Ford-Fulkerson method [24] 

Input: Flow network G  with source s  and sink t  

Output: A maximum flow f  

1. initialize flow f  to 0; 

2. while there exists an augmenting path p  in the 

residual 

network fG  do 

3.       augment flow f  along p ; 

4. end 

5. return f ; 

 

Theorem 1 (Max-flow/min-cut theorem) [24] If f  is a 

flow in a flow network ( , )G V E=  with source s and 

sink t, then the following conditions are equivalent: 

(1) f  is a maximum flow in G . 

(2) The residual network fG  contains no augmenting 

paths. 

(3) | | ( , )
S T

f c C C= , where {
S

C v V= ∈ : there exists a 

path from s  to v  in }fG , 
T S

C V C= − , and ( , )
S T

c C C  is 

the minimum capacity of cut ( , )
S T

C C  overall cuts of 

the network G  (i.e., a minimum cut). 

3 The Proposed Modeling Method 

In this Section, PNs based modeling methods for (1) 

flow network and (2) its corresponding residual 

network are proposed.  

3.1 Flow Network Modeling 

A primary issue when we use PNs for modeling is to 

determine the meaning of each Place and Transition in 

PNs. As for the modeling of flow network ( , )G V E=  

shown in Figure 3(a), the Places and Transitions stand 

for vertexes V  and edges E  respectively in our 

method. The formal description of the flow network 

modeling method is introduced in Algorithm 2. 

Given a flow network ( , )G V E=  shown in Figure 

3(a) as input, Figure 3(b) shows the result of Algorithm 

2. The parameter 
uv

m  in 
G

N  is a variable which stands 

for flow ( , )f u v  between ,u v V∈  which need to be set. 
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(a) 

 

(b) 

Figure 3. A flow network (a) and its corresponding 

PNs model according to Algorithm 2 (b) 

Algorithm 2. PNs based flow network modeling 

Input: A flow network ( , )G V E=  

Output: Petri net model 
G

N  of G  

1. foreach v V∈  do 

2.      add a Place 
v
P  into 

G
N  corresponding to v in 

G ; 

3. end 

4. foreach ( , )u v E∈ , where ,u v V∈  do 

5.      add a Transition T  into 
G

N  between 
u
P  and 

v
P ; 

6.      add two directed arcs into 
G

N  pointing both 

from 

u
P  to T  and from T  to 

v
P  with parameter 

uv
m ; 

7. end 

8. return 
G

N ; 

 

3.2 Residual Network Modeling 

Let fG be the residual network of a given flow 

network ( , )G V E= , since fG  contains not only the 

edges in G  but also some reversed edges, we modify 

the PNs model shown in Figure 2 and propose a 

residual network modeling method in Algorithm 3. 

 

 

 

Algorithm 3. PNs based residual network modeling 

Input: Flow network ( , )G V E=  with source s and  

sink t  

Output: Petri net model GfN  of residual network fG   

corresponding to G  

1. foreach v V∈  do 

2.       add a Place 
v
P  into GfN  corresponding to v  

in G ; 

3. end 

4. foreach ( , )u v E∈ , where ,u v V∈  do 

5.       add a Transition T  into GfN  between 
u
P and 

v
P ; 

6. end 

7. foreach ( , )u v E∈  and its associated Transition T  

do 

8.       add a foreword Place fP  into GfN , s.t. 

•

fP T∈ and | | ( , )fP f u v= , where •

T  is the post-set 

of T ; 

9.       add a revise Place 
r
P  into GfN , s.t. 

•

r
P T∈  

and | | ( , ) ( , )
r
P c u v f u v= − , where •

T  is the pre-set 

of T ; 

10.       if v t≠  then 

11.           add a Transition T ′  into GfN , s.t. 

• { , }v fT P P′ =
 
and 

• { , }
u r

T P P′ = ; 

12.       end 

13. end 

14. return GfN ; 

 

Figure 4(a) and Figure 4(b) demonstrates two 

examples for Algorithm 3 running from step 7 to 13. 

Namely, for ( , )u v E∈ , if ( , ) 0f u v =  and ( , ) 20c u v = , 

then fP  and 
r
P  will be added into GfN  with the 

number of tokens equals 0 and 20 respectively (see 

Figure 4(a)). If v t≠  where t  denotes the sink, then T ′  

will further be added as shown in Figure 4(b). The 

reason for treating t  differently is that adding a reverse 

edge for the sink in the residual network is meaningless, 

resources should not leave the sink after they have 

arrived their destination. Figure 4(c) depicts the result 

of Algorithm 3 given flow network shown in Figure 

3(a) as input. 

It is worth to point out that the fP  and 
r
P  described 

in Algorithm 3 are referred to as forward Place and 

reverse Place in this paper, because according to PNs 

rules, if ( , )u v  is a forward edge of flow network G , 

then the number of tokens out of 
u
P  and into fP  will be 

exactly the same. That is to say, | |fP  will always equal 

to ( , )f u v . Similarly, the number of tokens out of 
v
P   
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(a) An instance for Algorithm 3 running from step 7 to 

13 for ( , )u v E v t∈ ∧ = , where forward Place fP  

and revise Place 
r
P  with a specified number of 

tokens are added into the model 

(b) An instance for Algorithm 3 running from step 7 to 

13 for ( , )u v E v t∈ ≠∧ , where forward Place fP , 

revise Place 
r
P  and Transition T ′  are added into 

the model 

 

(c) The result of Algorithm 3 given flow network shown in Figure 3(a) as input 

Figure 4. Demonstration of PNs based residual network modeling method given a flow network ( , )G V E=   

and into 
r
P  will be exactly the same. So, | |

r
P  will 

always be ( , ) ( , )c u v f u v− , namely, the revise flow 

( , )f v u  if v t≠
 

. Additionally, fP  and 
r
P  are complementary 

Places (or S-complement), which are important 

elements in PNs theory [26], they make sure that no 

contact will be added into the system. Further 

discussions about the S-complement can be found in 

our previous work [27]. The useful properties of 

forward and reverse Places are summarized in Property 

1. 

Property 1. Given a flow network ( , )G V E= , for 

( , )u v E∀ ∈ , the value of flow ( , )f u v  equals to the 

number of tokens in its forward Place fP , while the 

value of revise flow ( , )f v u  in the corresponding 

residual network fG  equals to the number of tokens in 

its reverse Place 
r
P . 

4 Simulation and Analysis 

A major fact distinguished our method from others 

is that though not designed to find a max-flow/min-cut 

solution, our method can illustrate a solution intuitively 

by the simulation of PNs based modeling systems 

proposed in Section 3, and provide some analyses. 

4.1 Max-flow/Min-cut Solution 

When solving the max-flow/min-cut, the core idea 

of our method is that, take the GfN  shown in Figure 

4(c) for example, if we initialize the source Place 
s
P  

with enough tokens (e.g., 100 tokens in our 

experiments) and let the system run under the rules of 

PNs automatically until it reaches a status that there 

exists no path for a token flow from source Place 
s
P  to 

sink Place 
t
P  as shown in Figure 5(a), then a max-flow 

achieves. At the same time, a min-cut can be found as 

two sets of vertexes divided by dashed lines 

demonstrated in Figure 5. Namely, the line separates 

V  of flow network ( , )G V E  into two categories, which 

are denoted as 
S

C  and 
T

C  in this paper. 
S

C contains 

vertexes corresponding to Places in the biggest live 

sub-net of GfN  (e.g., 
1 2

, ,
s v v
P P P  and 

4v
P  in Figure 5(a)), 

T
C  contains the rests. The concepts of liveness about 

PNs can be found in [26]. 

4.2 Max-flow Distribution 

Our method can not only find the max-flow but also 

acquire a flow value of each edge when maximum flow 

achieves. Specifically, we find the flow values by a  
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(a) A max-flow has achieved when there exists no path for a token flow from 
s

P  to 
t

P  

   

(b) are three different max-flow 

distributions when different 

back-flow paths of GfN  shown 

in (a) are chosen 

(c) are three different max-flow 

distributions when different 

back-flow paths of GfN  

shown in (a) are chosen 

(d) are three different max-flow 

distributions when different 

back-flow paths of GfN  shown 

in (a) are chosen 

Figure 5. Simulation results of a PNs based residual network GfN
 

back-flow strategy. In other words, we let the tokens 

flow back to 
s

P , after that, the number of tokens 

reserved in the forward Places fP  shall be the flow 

value ( , )f u v  of edge ( , )u v . Furthermore, it is worth to 

point out that different back-flow paths may lead to 

different flow distributions of the max-flow. For 

example, there are three options for tokens in 
1 2
,

v v
P P  

and 
4v

P  flow back to 
s

P , which are (1) one from 
4v

P  to 

2v
P , two from 

2v
P  to s , and one from 

1v
P  to 

s
P ; (2) one 

from 
4v

P  to 
2v

P , one from 
2v

P  to 
s
P , one from 

2v
P  to 

1v
P , and two from 

1v
P  to 

s
P ; (3) one from 

4v
P  to 

2v
P , 

two from 
2v

P  to 
1v

P , and three from 
1v

P  to 
s
P . Three of 

the cases correspond to three flow distributions shown 

in Figure 5(b), Figure 5(c) and Figure 5(d) respectively.  

4.3 System Integration 

Using the back-flow strategy, an integrated system 

I
N  for max-flow/min-cut is proposed as demonstrated 

in Figure 6. The top part of the 
I

N  contains a flow 

network model as that depicted in Figure 4(c), while 

the bottom part contains a residual network model as 

that depicted in Figure 3(b). Differently, Places and 

Transitions such as 
1 1
,T P  and 

t
P  are added. 

As we can see, there are two phases for our system 

to run if the source Place fs  is initialized with enough 

resources. In the first phase, tokens will flow in the top 

part, which represents the residual network GfN . Once 

a max-flow achieves, the flow value of the flow 

network equals to | |
t
P . During the first phase, 

1
T  is 

used to realize a back-flow process. The parameter ms  

works as a timer because it makes sure only when 
1

| |P  

equals to the number of resources initialized in fs  (e.g., 

100ms =  in this case) can the system enters into the 

second phase. 

In the second phase, tokens will flow in the bottom 

part, which represents the flow network 
G

N . 

Parameters of arcs such as 01, 02,...m m  in the model are 

associated with forward Places in GfN , which indicate 

the value of the flow of each edge in the flow network. 

Finally, 
2

T  is used to trigger a reset of the flow, just as 

the shipments in another day for the Lucky Puck 

Company’s trucking problem described in [24]. 
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Figure 6. An integrated PNs system for solving and demonstrating the max-flow/min-cut 

5 Validation 

In the integrated model shown in Figure 6, we find 

the max-flow/min-cut by the proposed residual 

network fGN  part, while the flow network 
G

N  part is 

mainly used for demonstration. Therefore, we focus on 

the validity of GfN . 

We validate the proposed model by proving it is 

equivalent to the Ford-Fulkerson method (i.e., 

Algorithm 1), whose validity is acknowledged. The 

description and proof of some lemmas and theories are 

given below. 

Lemma 1. In fGN , if a token transmits from source 

Place 
s
P  to sink Place 

t
P , the flowing path p  is an 

augmenting path in fG . 

Proof. For a given path p  in fGN , we can always find 

a simple path p ′  in 
fG  which is equivalent to p  as 

follows. 

If p  is a simple path, then let p p′ = ; 

If there is a loop in p , let  

 p s= ↝
i
v ↝

j
v ↝

i
v ↝ t  ( )

i
v t≠   

As Figure 7(a) illustrated, we can delete the loop and 

form the simple path 'p s= ↝
i
v ↝ t  as shown in 

Figure 7(b) because the number of tokens out of 
i
v  and 

into it are the same in 
fGN . 

If there exist multiple loops in p , a simple path p ′  

will be acquired after deleting all loops as described 

above. 

  

(a) A path with a 

loop 

(b) A simple path after removing 

the loop shown in (a) 

Figure 7. Demonstration of loop removal for path in a 

PN based residual network model 
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Lemma 2. In 
fGN , a unit of token reaches 

t
P  from 

s
P  is equivalent to a unit of flow is pushed along an 

augmenting path in 
fG . 

Since an augmenting path is a simple path in 

residual network from s  to t , then it can be the path 

p ′  which is equivalent to p . 

Proof. When a unit of token reaches 
t

P  in 
fGN  going 

through p , we can transform p  into a simple path p ′  

as did in the proof of Lemma 1. For each edge e  in p ′ , 

if e  is an edge in 
fG , then the number of tokens in its 

forward Place will increase one; if e  is a revise edge in 

fG , then the number of tokens in its revise Place will 

increase one. According to Property 1, it means a unit 

of flow increased for each e , namely along p ′ , which 

is equivalent to an augmenting path in 
fG  according to 

Lemma 1. 

Theorem 2. When no path can be found for a token 

transmitted from 
s

P  to 
t

P  in the proposed PNs based 

residual network 
fGN , a max-flow f  achieves and 

| |f  equals to the number of tokens in 
t

P .  

Proof. According to Theorem 1, after the flow f  is 

initialized to 0, if there exists an augmenting path p  in 

fG , augment flow along p . While, in our method, we 

can find a path p ′  in 
fGN  which is equivalent to p  

according to Lemma 1, and transmit a unit of token 

along p ′ , which is equivalent to push a unit of flow 

along p  according to Lemma 2. Therefore, our method 

is equivalent to the Ford-Fulkerson method. The 

difference between the two methods is that we 

augment a unit of tokens once a time concurrently in 

PNs, other than a specified flow in the Ford-Fulkerson 

method. 

According to Algorithm 1, a max-flow achieves 

when there exists no augmenting path in the residual 

network. While the equivalent case in our method is 

that no path can be found for a token transmitted from 

s
P  to 

t
P .  

Furthermore, according to Equation 1, | |f  equals to 

the total flow into the sink t , which is the | |
t

P . 

Theorem 3. When a max-flow in flow network 

( , )G V E=  achieves, the set 
S

C  consists of vertexes 

corresponding to Places in the biggest live sub-net of 

fGN  and the set 
T S

C V C= −  form a min-cut ( , )
S T

C C  of 

G . 

Proof. According to Theorem 1, when a max-flow in 

flow network ( , )G V E=  achieves, let {
S

C v V= ∈ : there 

exists a path from s  to t  in }fG  and 
T S

C V C= − , the 

cut ( , )
S T

C C  is a min-cut. Similarly, in our PNs based 

residual network 
fGN , when no path can be found for 

a token transmitted from source Place 
s

P  to sink Place 

t
P , a max-flow achieves according to Theorem 2. And 

we can also treat vertexes which correspond to Places 

in the biggest live sub-net of 
fGN  as the set 

S
C , and 

the others as 
T

C  which form a min-cut because living 

system means every Transition in it has a chance to be 

enabled and transmit tokens from its pre-set Places to 

its post-set Places. In other words, there exists a path 

for tokens to transmit from 
s

P  to each Place whose 

corresponding vertex belongs to 
S

C . 

6 Conclusion and Future Work 

In this paper, a PNs based approach is proposed for 

modeling and analyzing the max-flow/min-cut, which 

is a basic graph theory used in many kinds of research. 

Most cited references related to the max-flow/min-cut 

focus on either the improvements of algorithm which 

solves the problem or some applications, whereas, in 

this paper, we aim to formalize the max-flow/min-cut 

problem and depict its solution. The advantages of 

using PNs for modeling and analyzing are that the PNs 

have animated graphical notations which make them 

intuitive for describing abstract knowledge and 

modeling procedures such as choice, iteration and 

concurrent of a system. In additional, simulations of 

PNs can be defined mathematically, which makes the 

PNs based analysis convincible. 

To fulfil the aims, firstly, novel modeling methods 

for both flow network and the corresponding residual 

network are introduced according to the PNs theory. 

Then the PNs models are combined to simulate a 

classic max-flow/min-cut solution, and we can come to 

the conclusions that, in the PNs based modeling system, 

(1) a max-flow achieves when there exists no path for a 

token transmit from source Place to sink Place, (2) a 

min-cut can be determined by liveness analysis of the 

system, and (3) different flow distributions depend on 

the choice of different back-flow paths. Proofs of the 

simulation results also are given to validate the 

feasibility of the proposed method. 

Focusing on the modeling and analyzing of max-

flow/min-cut and its solution, the proposed method is 

an intuitive and effective way of understanding and 

presenting the max-flow/min-cut theory. In the future, 

we would like to extend this work for other problems 

in graph theory. In addition, it would be interested to 

apply PNs for state-of-the-art intelligent algorithms 

such as those proposed in [28-29]. 
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