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Abstract 

Identification of dangerous goods based on images 

plays a key role in the security inspection of various 

situations such as airports, subways, public places etc. 

This paper discusses the issue in a from-simple-to-

complex manner. Firstly, we classify different kinds of 

knives given an image including a single object without 

complex background in the framework of TensorFlow. 

Then, according to the color and shape features of a 

single image, where Fourier transform and Roberts 

operator is used to judge of the complex scene which 

doesn’t contain knives from an image with natural 

background. Finally, convolution neural network (CNN) 

and radial basis function neural network (RBFNN) are 

used to construct identification models for images of 

objects in six categories. The obtained accuracy of the 

true and predicted values of the CNN and RBFNN are 

66.67% for training on CNN and 76.67% on RBFNN, for 

testing 50% on CNN and 44.44% on RBFNN respectively. 

The results showed that the constructed of identification 

model is able to perform recognition for small-scale 

image database and reduce the false alarm rate. 

Furthermore, our method is robust in dealing with the 

small sample, with high classification accuracy and low 

cost. The models have few layers and nodes. 

Keywords: Image recognition, TensorFlow, Fourier 

transform, Roberts operator, CNN, RBFNN 

1 Introduction 

In recent years, various contradictions are becoming 

increasingly prominent in society. Government 

authorities and security agencies have been regularly 

encountered violent crimes and illegal acts, resulting in 

a significant loss of personal and property safety of the 

state. So, it’s necessary to identify attention on the 

detection of dangerous goods. Image recognition [1-2] 

refers to technologies that establish a model for the 

information contained in input images. This is 

achieved through the analysis and extraction of image 

features, which are then used to establish a classifier to 

recognize the targets of different patterns according to 

the image features analysis. Deep learning (DL) 

transforms a large amount of training data into a higher 

level with more abstract features through simple 

nonlinear models [3-5]. Figure 1 shows that the field of 

DL experienced two troughs before its rise in 2006, 

which divided the development of neural network into 

three different stages. 
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Figure 1. Development process and key nodes of DL 

In research view of the shortcomings of dangerous 

goods image detection methods, different sample 

angles increase the difficulty of resolution. The color 

and shape characteristics of the sample image 

constitute the uncertainty of detection. Based on this, 

image recognition of dangerous goods with single high 

frequency is carried out, which innovatively solves the 

key problems in image recognition of small samples of 

dangerous goods based on CNN and RBFNN. In our 

research, main innovations are as follows: (i) in the 

framework of TensorFlow, given an image, the 

category of the target image and its recognition rate are 

obtained. And (ii) the recognition model of the image 

is proposed to continuously improve the dangerous 

goods sample database from small to large based on 

CNN and RBFNN. The database is collected from the 

safety inspection in Sanya city station in Hainan 

province, PRC (People’s Republic of China) as the test 

sample. 
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The rest of this paper organize as follows, Figure 2 

is the organization chart. Section 2 describes related 

work and predecessors in the field of image 

recognition. Section 3 describes the theoretical 

foundation. Section 4 describes the analysis of visual 

feature of the image, and section 5 describes 

experimental verification is constructed to complete 

recognition of the images based on CNN and RBFNN. 

Finally, section 6 concludes the paper with limitation 

and future direction. 

Data processing

Analysis of image 
feature 

Image binarization

Image matching

Model building

End

Training 

sample

Testing 

sample

Feature 

extraction

Feature 

extraction

Training of the 
CNN/RBFNN

Identification of the 
CNN/RBFNN

Parameter setting and 
weight initialization

Weight output

 

Figure 2. Organization chart 

2 Related Works 

Domestic and foreign scholars have carried out 

extensive and in-depth work in this field. Mery et al. [6] 

introduced a novel method on deep learning to find 

harmful objects in X-ray images. It’s trained AlexNet 

[7] and GoogleNet [8] to extract the depth of features 

of X-ray images, using the nearest neighbor classifier 

(KNN) to distinguish harmful items, thereby avoiding 

over-fitting owing to the shortcomings of training sets. 

Bolei Zhou et al. [9] used proposed a method for scene 

classification based on CNN, which chose three 

popular CNN architectures, AlexNet, GoogLeNet, and 

VGG 16 convolutional-layer for CNN. Then they 

trained them on Places205 and Places365-Standard 

respectively to create baseline CNN models. Samet 

Akcay et al. [10] introduced a technique for the 

classification of X-ray baggage images using state of 

the art convolutional neural networks. It’s based on the 

shapes of 300 groups of harmful goods images. The 

researchers in [11] used the one-to-one algorithm for 

multi-classification using a support vector machine 

(SVM). Which was implemented to train and recognize 

the extracted features, and the recognition rate was 

reached 93%. 

3 Method 

3.1 Image Processing 

Image binarization means that only the black and 

white binary values are retained in the whole image. 

Each pixel takes two discrete numerical value (0 or 1), 

where 0 is black and 1 is white [12-14]. In the process 

of collecting the items, the image of the collected items 

may be tilted to some extent due to various reasons. 

Therefore, it’s necessary to tilt the image correction 

facilitating the subsequent detection and identification. 

Assuming that, the point (x0, y0) rotates θ degrees after 

the point (a, b), and the coordinate is (x1, y1), and the 

center coordinates after rotation is (c, d).  
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Edge refers to the place where the information of 

depth or structure mutated, which is the end of one area 

and the beginning of another [15]. The operator 

proposed by Roberts is an operator using the local 

differential operator to find the edge. For the image f (x, 

y), the edge of detection operator is to approximate the 

gradient operator with the vertical and horizontal 

difference of the image [16]. It is defined as: 

 ▽f = (f (x, y)- f (x-1, y), f (x, y)- f (x, y-1)) (2)  

Among them, (x, y) represents the position of the 

image, ▽f points out the fastest direction and number 

of gray changes. The formula for the Roberts operator 

is: 

2 2

( , )

[ ( , ) ( 1, 1)] +[ ( , +1) ( 1, )]

R i j

f i j f i j f i j f i j

=

− + + − +

 (3)  

Where f (i, j) and g (i, j) are the gray values of the 

points (i, j) before and after processing, respectively. 

The corresponding template of Roberts operator is as 

follows:  
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 (4)  

3.2 Fourier Transform 

Fourier transform is the conversion of an image 

from a spatial domain to a frequency domain. Let the 

discrete function f (x, y) represent a digital image of 

size M×N, where x=0,1,…, M-1; y=0, 1, …, N-1, the 

two-dimensional discrete Fourier transformation f(x, y) 

represented by F(u, v) is given by the following 

formula [17]: 

 
1 1 2 ( )

0 0

( , ) ( , )
ux vyM N j
M N

x y

F u v f x y e
π

− −
− +

= =

=∑∑  (5)  

Among them, u=0, 1,…, M-1; v=0, 1,…, N-1. 
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3.3 Convolution Neural Network 

CNN is a feed-forward neural network (FFNN), 

which consists of three parts [18-19] such as: 

convolution layer, pooling layer and fully connected 

layer. Convolution operation mainly aims at two-

dimensional images, and the weight of a set of k×k 

window size is used to carry out the related operation 

with each k×k small block in the input graph. Then, the 

value of a single atom in the output feature graph is 

obtained through the activation of the nonlinear 

function. Finally, weight sharing and sliding the 

window mechanism is used to iterate through the input 

image in the same set to obtain a two-dimensional 

output feature map. Each output feature graph is a 

linear combination of the convolution result of the 

multiple of input feature graphs [20]. The specific 

expression shows as follows:  

 ( )
j

out in l l

j i ij j

i M

x f x k b
∈

= ∗ +∑  (6)  

Among them, Mj represents the set of input 

characteristic maps. * represents the convolution 

operation. in

i
x

 
is the input of i, out

j
x  is the output 

characteristic graph of j, l

i jk  is the convolution kernel 

matrix, l

jb  is the bias matrix, and f expresses the 

nonlinear mapping function. The pooling operation is 

mainly used for the sampling operation of the feature 

graph, which can be expressed as: 

 ( ( ))out in

j i
x f down x=  (7)  

Among them, down (•) represents the pooling 

function. The full connected layer feature vector xout of 

the output layer can be expressed as follows [21]:  

 ( )out out in outx f w x b= +  (8)  

Among them, wout is a weight matrix, bout is a bias 

vector, and f is a non-linear mapping function. 

3.4 Radial Basis Function Neural Network 

RBFNN is a kind of pre-direction network with 

good performance, which widely used in the field of 

image processing. Figure 3 shows that the RBFNN of 

n-h-m structures, and the network has n inputs, h 

hidden nodes, and m outputs. Among them, x=(x1, 

x2,…, xn)
T
∈Rn is the network input vector, W∈Rh×m is 

the output weight matrix, b0,…, bm is offset for the 

output unit, y=(y1, y2,…, yn)
T is the output of network, 

Φi(*) is the activation function of the i-th implicit node. 

In Figure 3, output node Σ indicates that the neurons of 

the output layer adopt the linear activation function. Ci 

represents center value of the i-th implicit node of the 

data in the network. ||*|| represents the European norm. 

The k-th output of RBFNN can be expressed as follows: 
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Figure 3. The structure of RBFNN 

4 Visual Features of Images 

Overview. Given Figure 4, the target category is 

given and its recognition rate is calculated under the 

TensorFlow framework. 

 

Figure 4. Knife 

As can be seen from Figure 5, the recognition rate of 

the dagger sheath is 0.47929. The carver, meat cleaver 

and axe have a recognition rate of 0.3396. The 

recognition rate of letter opener, paper cutter and 

scudding knife is 0.04095. Next, two-dimensional 

discrete Fourier transform is carried out on the image. 

According to the color features and shape features of 

the image, objects are detected and judged in the 

complex scene to recognize harmful items, like as 

knives.  

 

Figure 5. Results of TensorFlow identification 

4.1 Color Characteristics to Image Recognition 

Overview. Color characteristics have good invariance 

and robustness compared with other visual features 

which are easy to calculate. Therefore, the description 
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of complex scenes according to the color features is 

shown in Figure 6(b), which doesn’t contain knife-type 

dangerous goods in Figure 6(a). 

Figure 6(c), Figure 6(d) and Figure 6€ are obtained 

through the two-dimensional Fourier transform of the 

image. This transform the spatial representation of an 

image into a frequency representation. The high 

frequency part of the image contains the largest 

amount of information, and appears in the spatial 

domain as an inflection point, angle or a discontinuity. 

Here, the edges and texture regions of the image 

change quickly. The flat part of the region indicates 

that the image changes slowly and at a low frequency. 

Figure 6(c) has only the spectrum peak, which has a 

maximum value of 1.93×106, and indicating that there 

is only one dangerous item in the image. Figure 6(d) 

shows that the peaks of the objects in a complex scene 

are different, and indicating a variety of objects which 

is the height of the spectral peaks of similar items. 

Figure 6(e) shows the peak height of the spectrum, 

which has only one in the highest peak (a value of 

3273) and a large gap between the peak values of the 

dangerous goods. It can be seen that dangerous goods 

like knives are not included in the article. 

   

(a) Knife (b) Complex scene 

 
 

 

(c) Peaks of knife (d) Peaks of complex scene item (e) Relevance of knife and complex 

scene 

Figure 6. Color features detection of objects 

4.2 Shape Features to Image Recognition 

Shape features do not change in the surrounding 

environment, and provide the stable information for the 

object. Therefore, the contour-based Roberts operator 

is used to describe the contours of the target area 

surrounded. The target area surrounded is displayed by 

Figure 7(a) and Figure 7(b), to indicate the complex 

scene by Figure 7(b), where Figure 7(a) doesn’t 

contain the harmful object in knife. 

Figure 7(a) and Figure 7(b) extract the edges of the 

image, which contain useful information for 

recognition and provide an important feature parameter. 

In Figure 7(c), Figure 7(d) and Figure 7(e) describe the 

flat region of the most image constituting of the 

content of the image, there are many components in 

low frequency. The origin of the coordinate system is 

moved to the center of the image. The center is the low 

frequency and the periphery is the high frequency. 

Figure 7(c) and Figure 7(d) are the horizontal section 

of the maximum values of the image. Figure 7(e) 

shows the spectrum image of the dangerous items and 

the complex scene has only one maximum peak of 5.06, 

and not two peaks. Therefore, the dangerous item (the 

knife) does not exist in the image of the complex scene. 
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(a) Knife  (b) Complex scene 

   

(c) Peaks of knife (d) Peaks of complex scene item (e) Relevance of knife and complex 

scene 

Figure 7. Shape features detection of objects 

5 Experimental Verification 

Overview. The data is divided into training and 

testing samples. CNN and RBFNN are used to identify 

small samples of dangerous goods, and accuracy. 

5.1 Identification Model of CNN 

Neural network training is carried out for the given 

samples, and the network structure is determined. By 

the mentioned step’s recognition task is performed as 

follows. 

5.1.1 Experimental Data 

The data has 120 training samples, including axes, 

knives, lighters, scissors, objects sharp and suspicious, 

and objects ordinary harmless. The image of each item 

contains five different images of the same type with 

five different styles (such as differences in shape, color, 

background and so on). Each image is divided by 

rotating at four angles in order to reduce the negative 

influence of angles, and forms part of the sample data 

sets (see Figure 8). At the same time, considering that 

images of metal are blue in general, the training 

samples are taken as non-blue, so there are 120 training 

samples to be input. In the sample output, “1”, “0” and 

“-1” represent must contain, may contain, and do not 

contain dangerous samples (see Table 1), respectively. 

axe

knife

lighter

scissor

possible

negative
 

Figure 8. Six types of training samples 

Table 1. Training sample mark 

input output output mark 

axe 5 1 

knife 4 1 

lighter 3 1 

scissor 2 1 

possible 1 0 

negative 0 -1 

 

In Table 1, the output for axe, knife, lighter, and 

scissor is “5”, “4”, “3” and “2” respectively. They are 

high-dimensional dangerous goods. Their output of 

marks is recorded as “1”, indicating that the sample 
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must contain dangerous samples. If the “possible” 

output is “1”, then it is suspicious and possibly 

dangerous goods. If the “possible” output mark is “0”, 

then this indicates that it may contain dangerous 

samples. If the “negative” output is “0” then they are 

harmless goods. If the “negative” output mark is “-1” 

then this indicates that it does not contain dangerous 

samples. 

There are 18 test samples in the dataset, and the 

images from each test sample are different with respect 

to shape, color, background and so on. 

5.1.2 Analysis of Experimental Results 

The input layer image size is set to 300×300, and 

there are five convolutional layers (convolutional 

kernels of size is 5×5, and three layers of 4×4). The 

down-pooling is of size five (i.e. five layers of 2×2). 

There are 120 training samples.  

Figure 9 reduces the number of parameters through 

local perception. Each local receptive field is mapped 

to a neuron in the convolutional layer through a 

convolution kernel. The figure shows an image of size 

300×300. The receptive field size is 5×5 and the length 

of the moving step is 1, then the number of eventual 

receptive field is: (1500-5+1)2=14962, which is 

2.2×106. Figure 9(a) is the full connection, with a total 

weight of 8.1×109. Figure 9(b) is a local connection, 

with a total weight of 2.25×106.  

Fully Connected Neural Net Locally Connected Neural Net

Example: 300×300 image

                 9×104 hidden units

                8.1×109 parameters

Example: 300×300 image

                 9×10
4
 hidden units

                 Filter size:5×5

                 2.25×10
6 
parameters

 

(a) (b) 

Figure 9. Full connection (BP network) and local 

connection (convolution network) 

Figure 10(a) shows the error curve after judgment. 

The error between the real value and the test value is 

zero, which means that the judgment is correct. With 

increasing testing samples, the error fluctuates between 

0%-2% and the error fluctuation amplitude tends to be 

stable. Figure 10(b) is an analysis of the real value and 

predicts value of the training samples. The accuracy is 

66.67%. Blue dots express the predicted value and the 

red dots express the true value. When the predicted 

value (blue dots) coincides with the true value (red 

dots), the accuracy of the simulation test is 100%. Next, 

a test model is performed on the image, as shown in 

Figure11.  

0 20 40 60 80 100 120

Train/Test Sample

-1

-0.5

0

0.5

1

1.5

2

2.5

3

L
o

g
ic

 R
e
la

ti
v

e
 E

rr
o
r

 
0 0 20 40 60 80 100 120

Train/Test Sample

-1

-0.5

0

0.5

1

prediction
target

R
e
s
u

lt
s
 C

o
m

p
a
ri

s
io

n

 

(a) (b) 

Figure 10. Simulation training data 
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Figure 11. The effectiveness of test model 

Figure 11(a) is the real output of the error curve. 

Some samples are not output because the outputs of the 

real value are zero and are used as the denominator. 

Figure 11(b) is an analysis of the actual value and 

predicts value of the test samples. The accuracy rate is 

50%. The effectiveness of the algorithm is verified by 

simulation experiments with test samples. 

5.2 Identification Model of RBFNN 

The image database is divided into learning stage 

and the classification stage. RBFNN is used to modify 

the relevant parameters to identify the image, improve 

the classification accuracy and speed. 

5.2.1 Experimental Setup: Generate Training 

Samples and Test Samples 

The image data is divided into training samples and 

testing samples. 

5.2.2 Analysis of Experimental Results 

The neural network toolbox provides a variety of 

supervised learning models, self-organizing graphs and 

unsupervised learning models with competitive layers 

[22]. Therefore, using the toolbox for the radial basis 

function neural network, training is performed by 

inputting sample data. The RBFNN identification 

model is constructed (see Figure 12). 
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Figure 12. Execute interface 

Figure 13 shows that the input layer of the RBFNN 

has 900 neurons, and 1 neuron in the output layer. In 

general, if the problem is more complex, the more 

neurons need to be set, with more layers of neurons. 

Here, there are 25 neurons in the hidden layer. Training 

is 30 steps, and its running time is 1 hour. The RBFNN 

simulation test is performed using the image data (see 

Figure 13). Figure 13(a) shows the error curve of the 

real output. Figure 13(b) shows the error curve after 

judgment. The error is zero, which means that the 

judgment is correct. Figure 13(c) is an analysis of the 

real value and predicted value of the training samples, 

and the accuracy of the training sample is 76.67%. The 

effect diagram obtained after RBFNN test of image 

data is shown in Figure 14. Figure 14(a) shows the 

error curve of the real output. Some samples are not 

output because the outputs of the real value are zero 

and used as the denominator. Figure 14(b) illustrates 

the error curve after judgment where the error is zero, 

which means that the judgment is correct. Figure 14(c) 

shows an analysis of the real value and predicted value 

of the testing samples, and the accuracy is 44.44%. 

L
o

g
ic

R
el

at
iv

e
E

rr
o
r

0 20 40 60 80 100 120
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

Train Sample

N
u

m
e
ri

ca
l 
R

el
a
ti

v
e
 E

rr
o
r 

(%
)

 
0 20 40 60 80 100 120

Train Sample

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

L
o

g
ic

 R
el

at
iv

e 
E

rr
o
r

20

L
i

l
P

d
i

ti

 
0 0 20 40 60 80 100 120

Train Sample

-1

-0.5

0

0.5

1
Prediction
Target

L
o

g
ic

al
 P

re
d
ic

ti
o
n

 

(a) (b) (c) 

Figure 13. Simulation training data 
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Figure 14. Effectiveness of test model 
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6 Conclusion 

Table 2 shows that CNN is the better network 

topology than RBFNN in image processing, but 

RBFNN should further simplify the network and 

shorten the time of network training. The limitation of 

the study is that the images of dangerous objects are 

background-free and single-item. This over-idealized 

sample is inconsistent with the large number of images 

with complex backgrounds, multiple objects and 

mutual occlusion in the real scene. The number of 

samples affects the recognition rate. If the number of 

experiments used small number of samples, the 

identification error is increased significantly. In the 

future work, we will improve the sample database of 

dangerous goods from small to large, and establish the 

recognition of dangerous goods images in the multiple 

of complex scenarios, so far reduce the false alarm rate. 

At the same time, image recognition technology is 

optimized to improve the accuracy of image 

recognition. 

Table 2. Image Recognition by the CNN and RBFNN 

  CNN RBFNN 

Recognition rate 66.67% 76.67% 

Training sample 

Error curve 

As the increasing of testing sample, the 

error judgment fluctuates within 0%~2% 

and the error fluctuation amplitude tends to 

be stable. 

When the fluctuation amplitude error 

curve is slow, and the judgment is correct. 

 

 

Recognition rate 50% 44.44% 

Testing sample 

Error curve 

When the error is zero, and the judgment is 

correct. 

When the error is zero, and the judgment is 

correct. 
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