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Abstract 

In this paper, a novel technique that improves the 

performance of generalized mixture decomposition 

algorithm (GMDA) based on pre-training phase 

unwrapping. From the investigation of the GMDA 

scheme, it was discovered that the conventional GMDA 

technique cannot fully consider phase unwrapping, 

because the estimated inter-channel phase difference 

(IPD) slope is initialized randomly. To avoid this 

phenomenon, the proposed GMDA approach initialized 

the IPD slope from the data of low-frequency bins. 

Experimental results show that comparing to the 

conventional GMDA technique, the proposed GMDA 

technique based on pre-training phase unwrapping 

obtains a lower estimation error. When integrated into a 

source localization system, the result of source 

localization is improved. 

Keywords: Source localization, Inter-channel phase 

difference, Generalized mixture decomposition 

algorithm, Pre-training 

1 Introduction 

Source localization is an important tool used in 

many multichannel signal processing systems. It may 

include other functions such as source tracking, signal 

separation, speech enhancement, and noise suppression 

for artificial intelligence speakers, sound-tracking 

CCTVs, hearing aids, etc. A number of source localization 

algorithms have been proposed, e.g., adaptive eigenvalue 

decomposition algorithm associated with blind channel 

identification [1-2], least mean square (LMS)-type 

adaptive time delay estimation (TDE) algorithm [3-4], 

the generalized cross-correlation (GCC) method [5-9], 

steered response power-phase transform (SRP-PHAT) 

method [10] and etc [11].  

Recently, one of the successful source localization 

techniques used is the generalized mixed decomposition 

algorithm (GMDA), which obtains an estimate of the 

direction of arrival (DOA) of the sources by utilizing 

inter-channel phase difference (IPD) between dual 

channels in sinusoidal tracking [12-14]. The GMDA-

based source localization technique is refined using the 

sinusoidal track method in the existing IPD distribution, 

and it shows robust performance in white noise 

environment.  

For the GMDA-based algorithm, the IPD must be 

calculated, but the calculated IPD is in the range of [–π, 

π]. Therefore, to conduct a precise phase analysis, a 

discontinuous signal phase need to be added with a 

value obtained by multiplying 2π by integer. Then, a 

continuous signal phase becomes a continous signal, as 

illustrated in Figure 1. This process is known as phase 

unwrapping. The result of the DOA estimation is 

sensitive to the accuracy of the phase unwrapping. 

However, because the existing method randomly 

initialize the IPD slope, the convergence elapse time to 

find proper IPD slope is long and slope is not accurate 

when GMDA is performed in the whole frequency 

range. 

  

(a) Wrapped signal (b) Unwrapped signal 

Figure 1. Phase unwrapping 

In this paper, we propose a GMDA-based DOA 

estimation by incorporating pre-training phase 

unwrapping for source localization. In order to 

efficiently determine the phase unwrapping of the 

GMDA technique, pre-training technique is performed 

in low-frequency bins where phase unwrapping does 

not occur. The proposed technique is substantially 

adopted in the source localization technique and 

evaluated under various conditions. The following 

structure of this papers is as follows. In Section 2, 

review GMDA for estimate DOA. The proposed idea 

by us will be explained in Section 3. In Section 4, We 

will explain the experimental method for estimate 
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angle and the conclusion will be explained the last 

section of this paper. 

2 Review of Generalized Mixture Decomposition 

Algorithm (GMDA) 

Let 
1
[ ]x λ  received at one microphone denote a 

noisy signal, which is the sum of a desired source 

signal [ ]s λ  and an uncorrelated additive noise signal 

1
[ ];d λ  

1
[ ] [ ] [ ]x s dλ λ λ= + . Another signal 

2
[ ]x λ  is the 

sum of a delayed version of [ ]s λ  and noise signal 

2
[ ]d λ , where λ  is frame index. Applying a short-time 

discrete Fourier transform (DFT), we have in the time-

frequency domain 

 
1 1
( ) ( ) ( )x S Dω ω ω= +  (1) 

 
2 2
( ) ( ) ( )j

x S e D
ωτ

ω ω ω
−

= +  (2) 

where ω  represents angular frequency and τ  is the 

time delay of the desired source. 

The IPD ( )
x

ψ ω  can be used for estimating the DOA 

between the two channel signals and is calculated as 

 1 2
( ) ( ) ( )

X
X Xψ ω ω ω= ∠ −∠  (3) 

where 
1
( )X ω∠  and 

2
( )X ω∠  are the phases of 

1
( )X ω  

and 
2
( ),X ω  respectively. Considering the noise 

components, equation (3) is expressed as follows: 

 

( ) 2 ( )

( ..., 1, 0,1, ...)

X
n v

n

ψ ω ωτ π ω= + +

= −  (4) 

where 2 ( ..., 1, 0,1, ...)n nπ = −  represents possible phase 

unwrapping and ( )v ω  is the IPD error. The DOA of 

the desired source can be derived from τ  using the 

following equation: 

 sin /d cτ θ=  (5) 

where d is the inter-microphone distance, θ  denotes 

the DOA of the desired source, and c is the sound 

speed. 

In contrast to the white signal, a speech signal has 

sparsity in the time-frequency domain. The speech 

signals include many short pauses and silence 

segments in the time domain [15]. In the frequency 

domain, the power of the signal is concentrated on the 

harmonics of the pitch frequency in the voiced speech 

[16, 17]. The white noise signal can be effectively 

removed by applying the sinusoidal track method 

considering the sparsity of the speech signal [18]. 

According to equation (4), the points on the IPD 

versus frequency plot are spread over several lines 

based on the DOA information of the sources. The 

GMDA is adopted for clustering and estimation of the 

directions of multiple sources. 

The parameters of the mixture model are to be 

trained from the data. By employing the maximum-

likelihood approach and using the expectation-

maximization (EM) algorithm [19-21], the conditional 

expectation of complete data log-likelihood given the 

observed data under the previous parameter value is 

1 1

( ; ( )) ( | ; ( )) ln( ( | ; ) )
N m

j i i j j

i j

Q T P C t p C P
= =

=∑∑Θ Θ Θy y θ  (6) 

where [ , ]
T T T

=Θ θ P   are the parameters for the whole 

mixture model, θ  is the parameter vectors for all 

clusters, and P  is a priori probability vectors. 

( | ; ( ))
j i

P C ty Θ  is the posterior probability for class 

j
C  given the previous parameter value ( )tΘ  and data 

point 
i
y . t is the iteration number. 

The GMDA-based DOA technique was proposed to 

select the phase unwrapping that yields the highest 

probability for the all observed data points. To 

determine a proper phase unwrapping factor for the 

IPD, this probability density function is reversed as 

 2

,

2

( | ; )

( ( ) 2 ( )1
max exp

22

i j j

x i i i j i

n

jj

P C
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where 
j

α  is the slope of the line, 2

j
σ  is the variance of 

the model, and 

2

,

2
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x i i i j ij
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jj

n a
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Let 

 argmax ( | ; )
j i j j

J p C= y θ  (9) 

 

Then 
i
y  is chosen as  

 
,

[ , ( ) 2 ]j T

i i x i i i
nω ψ ω π= +y  (10) 

The GMDA using the unwrapped data 
i
y  can be 

written as follows. 

Generalized Mixture Decomposition Algorithm (GMDA): 

1. 0.t =  Choose initial estimates for the model 

parameters, θ θ= (0) , as = (0)P P . 

2. Repeat until convergence is achieved. 

－ Compute 

 
1
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－ Set 1
j
t +θ ( )  equal to the solution of the equation 
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with respect to 
j

θ , for 1, ...,j m= . 

－ Set  

 
1
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N
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－ 1.t t= +  

3. Convergence criteria: || ( 1) ( ) || ,t t ε+ − <Θ Θ  where 

ε  is a small threshold. 

3 Enhanced GMDA Based on Pre-training 

Phase Unwrapping 

In the previous section, we note that the important 

parameter in the GMDA approach is ,
j

α  which 

denotes the slope of the line iteratively calculated 

based on the Gaussian model from the data point 
i
y . 

The conventional GMDA approach proposed three 

methods to initialize 
j

α  such as an IPD histogram 

method, a random initialization method, and uniformly 

distributed initialization method to determine the initial 

.

j
α  However, when the slope is randomly initialized, 

it takes a long time to converge when selected in the 

other direction, and it is not accurate when the 

distribution is symmetric. When the histogram method 

is used, a large error is expected if the noise 

concentrated at a certain frequency is added. 

Figure 2 shows the IPD versus frequency for the plot 

original distribution and after the phase unwrapping 

using the pre-training approach. Because it is known 

that a possible phase unwrapping parameter 2 nπ  is 

zero in low frequency, we first consider the data point 

i
′y  where the distribution in low frequency is as 

follows:  

 ,

[ , ( )] ,T

i i X i i i
ω ψ ω ω η′ = <y  (14) 

where η  is the threshold of the angular frequency. The 

initial slope (0)
j

α  is given by 

2

,

2

( ( ) ( )1
(0) argmax exp

22
j

x i i j i

j

jj

a

α

ψ ω ω
α

σπσ

⎧ ⎫−⎪ ⎪
= × −⎨ ⎬

⎪ ⎪⎩ ⎭
(15) 

  

(a) are wrapped IPDs in clean and noisy environment, 

respectively 

(b) are wrapped IPDs in clean and noisy environment, 

respectively 

  

(c) are adjusting phase-unwrapping by using the  

pre-training approach 

(d) are adjusting phase-unwrapping by using the  

pre-training approach 

Figure 2. Phase-unwrapping on real data 
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The slope (0)
j

α  derived from the low-frequency 

range is obtained from equation (8), and the n values in 

all the frequency bins are found and the data is 

unwrapped through equation (10). This method results 

in faster convergence than the conventional algorithm, 

which randomly sets the initial slope (0)
j

α .  

The block diagram of the proposed algorithm is 

illustrated in Figure 3. 

 

Figure 3. Block diagram of the proposed algorithm 

4 Experiments 

4.1 Simulation Experiment 

Before the start of the actual experiment, we created 

toy-data to test the algorithm and conducted a 

simulation experiment. The toy data was created using 

a noisy speech recorded with a sampling rate of 48kHz 

from CSTR’s VCTK Corpus (Centre for Speech 

Technology Voice Cloning Toolkit) [22]. 

To generate binaural toy data, put the audio signal 

into channel 1, put the audio signal shifted by 1 to 14 

samples into channel 2, and resample the signal to 16 

kHz. Then we obtained 14 toy data ranging from 

4.0619°to 82.5980°in accordance with the following 

equations: 

 sample delay
s

Fτ= ×  (16) 

 sample delay
sin

s
F

d
c

θ ×

= ×   (17) 

 
1 sample delay

sin ( )
s

c

d F
θ

−

×

=

×

  (18) 

where 
s

F  is sampling rate. The time delay for each 

sample is determined from equation (16) and τ  is 

determined from equation (5). Substituting τ  into 

equation (16), we obtain equation (17). Finally, θ  is 

determined from equation (18). Figure 4 illustrates the 

performance measured by the SRP-PHAT algorithm, 

conventional GMDA and proposed algorithm with the 

generated data. 

 

(a) DOA RMSE  

 

(b) DOA elapsed time 

Figure 4. Benchmark of toy data compared to various 

algorithms  

To measure the performance, the toy data of 15 s 

length was estimated using SRP-PHAT algorithm, 

conventional GMDA and the proposed algorithm at 1 s 

interval, and the average of 10 times results was 

calculated using RMSE. For the estimation using the 

SRP-PHAT, the resolution of the angle was set to 0.1 

units, and for STFT the window size of conventional 

GMDA and the proposed algorithm are set to 25 ms, 

and the frames were shifted by 10 ms. The distance 

between the microphones was assumed to be 0.1 m and 

the sound velocity was assumed to be 340 m/s. The 

SRP-PHAT algorithm demonstrated the lowest 

estimation accuracy, whereas the conventional GMDA 

and the proposed algorithm demonstrated similar 

performance on RMSE. The proposed algorithm was 

the fastest in measuring time. In the proposed 

algorithm, the estimation accuracy was slightly 

degraded at the elevation angle, but the estimation time 

was stable and good. 
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4.2 Actual Experiment 

Several experiments were performed to evaluate the 

performance of the SRP-PHAT algorithm, 

conventional GMDA and proposed algorithm under 

various conditions. All experiments use two 

microphone channels and the source signal as the 

speech sound that constitutes the TIMIT database [23] 

with a sampling rate of 16 kHz. The average sound 

pressure level (SPL) of the speech is 65 dB SPL and 

the average SPL of noise (white, babble, factory1, 

volvo, leopard) is 55 dB SPL (SNR ≒ 10 dB). The 

experimental environment of the DOA estimation 

system and actual experiment setting are provided in 

Figure 5. The direction of the speech signal was tested 

at intervals of 30° from -60° to 60° from 1 m. The 

noise location was fixed at -30°. Experiments were 

conducted in the echo room to evaluate the 

performance depending on the presence or absence of 

echoes. The size of the echo room was 6 6 2 .m m m× ×  

The settings for actual experiment were identical to 

those of the simulation experiment. The RMSE in the 

DOA estimation was used to evaluate the performances 

of the various algorithms. 

Table 1 presenting the average DOA RMSE and 

elapsed time performance shows that the proposed pre-

training-based GMDA approach outperformed the 

original GMDA-based approach, which randomly 

chose the initial slope, and SRP-PHAT algorithm. All 

three algorithms used the average of 10 times and 10 

people experimental results to compensate for the 

random variation in performance.  

The experimental results showed that the proposed 

pre-training GMDA approach improved for low angle 

of the echoic environment in comparison with the 

SRP-PHAT algorithm and conventional GMDA, 

respectively.  

 

(a) DOA estimation system  

 

(b) picture of experiment 

Figure 5. Experimental environment of DOA 

estimation system based on two microphones 

Table 1. Relative RMSE and mean of elapsed time for DOA estimation obtained from randomly initialized GMDA, 

SRP-PHAT and proposed method 

-60 -30 0 30 60 
Method noise 

RMSE Elapsed RMSE Elapsed RMSE Elapsed RMSE Elapsed RMSE Elapsed 

clean 6.094 9.048 3.514 9.102 1.624 8.993 8.307 8.988 14.865 8.889 

white 25.445 8.881 0.956 9.131 28.559 9.167 57.024 8.951 43.784 8.908 

babble 10.416 9.029 1.647 9.112 13.539 8.980 26.983 8.974 43.784 8.908 

factory 20.124 9.054 1.227 9.127 22.124 9.014 45.782 9.103 73.982 8.850 

leopard 12.030 9.036 1.511 9.147 13.258 9.010 26.225 8.976 41.792 9.015 

SRP-

PHAT 

volvo 9.324 9.071 1.666 9.128 11.751 9.011 25.584 8.956 39.578 8.976 

mean 13.906 9.020 1.754 9.125 15.143 9.029 31.651 8.991 42.964 8.924 

clean 11.466 2.274 6.662 2.231 5.032 2.198 4.735 2.208 8.760 2.208 

white 10.575 2.217 6.580 2.255 4.087 2.256 5.156 2.203 9.437 2.262 

babble 12.223 2.276 7.131 2.248 4.882 2.203 7.076 2.207 14.284 2.458 

factory 15.831 2.264 7.311 2.233 4.896 2.217 6.014 2.228 11.635 2.202 

leopard 11.053 2.266 7.613 2.264 5.290 2.204 6.331 2.203 12.229 2.235 

Random 

volvo 10.929 2.272 7.778 2.258 4.403 2.194 6.367 2.194 10.681 2.225 

mean 12.013 2.262 7.179 2.248 4.765 2.212 5.947 2.207 11.171 2.265 

clean 9.714 2.256 3.870 2.222 1.501 2.195 2.294 2.195 7.107 2.185 

white 10.673 2.210 4.173 2.231 1.767 2.245 2.644 2.189 7.399 2.236 

babble 12.843 2.276 3.802 2.244 1.225 2.193 5.568 2.203 13.886 2.448 

factory 14.791 2.249 3.771 2.232 1.619 2.197 4.625 2.193 10.454 2.173 

leopard 11.479 2.271 4.466 2.258 1.280 2.214 5.529 2.200 12.380 2.222 

Pretrain

volvo 10.580 2.261 4.362 2.238 1.302 2.197 6.429 2.202 10.642 2.207 

mean 11.680 2.254 4.074 2.238 1.449 2.207 4.515 2.197 10.311 2.245 

 



846 Journal of Internet Technology Volume 21 (2020) No.3 

 

The SRP-PHAT algorithm significantly degraded 

performance in noisy environments. This is because 

the noise direction is incorrectly estimated as the 

direction of the signal when the DOA is estimated in a 

noisy environment [24]. The average estimation time 

of the proposed algorithm was 6.79 s faster than SRP 

but similar to conventional GMDA. The proposed 

algorithm showed better performance than the existing 

algorithms in terms of accuracy and showed 

particularly good performance at low angles. 

5 Conclusion 

We proposed a robust approach to incorporate pre-

training into the conventional GMDA-based phase 

unwrapping estimation scheme for source localization. 

The initial slope for phase unwrapping was estimated 

by using the Gaussian distribution in low-frequency 

bins. Compared to the conventional GMDA technique, 

it was demonstrated that the proposed technique 

provides better phase unwrapping estimates in the 

source localization systems.  

Furthermore, if more number of microphones are 

used, or if we apply the deep neural network model [25] 

to replace the GMDA, or if we analyze the time 

domain instead of the frequency domain a more precise 

angle estimation will be possible. 
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