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Abstract

The barrier lake is a very common secondary disaster. The way to judge the barrier lake in the past is to led expert to assess whether a barrier lake has occurred. In traditional computer vision research focusing on figure features, color has not received sufficient attention, and it is generally believed that color is not an essential feature of an object. However, for geometric features, the color has a certain stability, which is not sensitive to size and direction, and exhibits considerable robustness. At the same time, in many cases, color is the easiest and most effective feature to describe an image, and is one of the main methods used to measure content similarity. This paper analyzes the map formed by aerial photography of drones, and uses the color constancy color similarity measure color constant color index and binary image similarity measure to judge whether the river is blocked and the degree of blockage, instead of the previous artificial judgment on the barrier lake. The results show that the color constant color index water body extraction method is less affected by the mountain shadow and thin cloud, which can completely eliminate the “Noise water body” phenomenon caused by the pixel-based color constant color index water body extraction method.
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1 Introduction

As we all known, the existence of the barrier lake is a very dangerous disaster. Because the water level in the barrier lake exceeds the warning value will lead the obstruction breaks. At this time, a large amount of water in the barrier lake will cause a devastating blow to the downstream city. Therefore, it is very important to detect (ie, warning and monitoring) the stagnation in the river in advance. In the past, the means of discovering the barrier lake often is that geologists to evaluate the river state after the earthquake, but this process is too slow and the results of the assessment are influenced by the level of expert knowledge. We want to reduce the amount of manual intervention in the interpretation of the barrier lake, using the more popular computer vision methods to identify and evaluate the barrier lake. Before introducing our research, a brief understanding of the following concepts is necessary to understand the entire paper.

The extraction of the underlying features of images is one of the most important functions in the content-based image similarity measurement system. Accurate extraction of image features plays an important role in the effect and speed of similarity measures. There are two broad categories of objects in an image: one that describes and identifies a single object or part of an object, such as color, texture, and shape. Among them, the color and texture features emphasize the color, grayscale change, shape of the surface of the object, the structural features emphasize the shape and size of the object, and the other is used to describe the composition of the object or the three-dimensional information of the object, such as left and right, far and near, perspective Wait. At present, it is generally believed that the underlying features of the image used by the Content Based Image Retrieval [1] (Referred to as CBIR) system mainly include two-dimensional visual information features such as texture and color.

1.1 Extraction Based on Color Features

Color is an inherent visual property of the surface of an object, so each image has its own unique color characteristics. Here, the color has rotation invariance and dimensional invariance, and the dependence on the size, direction and viewing angle of the image itself is small, so the color is the most widely used visual feature in the CBIR system [1]. Image similarity metrics using color features have become one of the most important methods based on content similarity measurement techniques. There are three key
techniques for measuring images using color feature similarity: selecting appropriate color models, effective feature extraction methods, and accurate feature matching algorithms [2].

1.2 Color-based Similarity Measurement Algorithm

The basic idea of the color-based similarity measurement algorithm is to perform color space histogram matching. The color space and matching method used vary with different algorithms [3]. In 1990, Swain and Ballard proposed the basic ideas and algorithms of the Color Similarity Index [4]. Object color histograms are used to describe objects, and object recognition (similarity measure) and localization in the image are accomplished by defining the intersection of the histogram and the Backprojection Algorithm [5-6]. After the histogram intersection algorithm is given to the specified image histogram, the color similarity measure becomes the image with the largest matching degree in the model library. Swain further proves that when the number of pixels of the two histograms is the same, the result of the histogram intersection operation reflects the city-block distance of the two histograms, which more fully explains the meaning of the algorithm [7].

The stability of the similarity measure relative to the illumination is an important feature of the color similarity measurement algorithm. The Swain algorithm is extremely sensitive to illumination conditions, and only the variation of the illumination amplitude will greatly affect the accuracy of the recognition algorithm. In his paper, he proposes to use Novak’s Supervised Color Constancy algorithm, a switch that prevents known reflectance in the environment as a reference for illumination changes. However, in many cases, this condition is difficult to meet [8-9]. Funt and Finalyson proposed a color constancy color similarity measure (Referred to as CCCI) algorithm for this case. Starting from Land’s visual cortex theory, they advocated taking the logarithm of the input color image and then making a difference to weaken the influence of the illumination change, and then establishing a histogram on the color edge points obtained after the difference, as a match standard. The experimental results show that their similarity measure algorithm is more robust than the Swain algorithm with illumination changes, but the similarity measure accuracy is not as good as Swain’s similarity measure algorithm under the premise of illumination invariance [10].

The remainder of this paper is organized as follows: Section 2 points out the related work and the shortcomings that the predecessors have done in river feature extraction, and the work we still have to do, and some predecessors have done work on image color feature extraction which can be used by this research. At the end paragraph of this chapter, it presents the contribution of our research. Section 3 presents the proposed method which be used in our research, and introduces some classic image similarity measure. Section 4 gives datasets used in this study are presented, the specific experimental process using our research methods are recorded, and then the experimental and other existing methods are compared in the experimental analysis section. In Section 5, the overall process of this study was briefly summarized.

2 Related Work

In the field of remote sensing, methods for extracting river features using computer vision combined with other methods have been studied by related experts in the past. The feature extraction method of DEM1 in ArcGIS2 environment is based on the slope runoff simulation method provided by Marks and O’Callaghan [11], and the DEM water feature is extracted in ArcGIS environment. The application principle of this method is to first calculate the catchment area through the grid unit, and then determine the threshold of the catchment area for the river network. This method is equivalent to the path judgment of surface runoff. This is through the use of the confluence concept in hydrology, and the flow path will be continuously generated in this process, so this method in the water extraction process is a superior choice. Shen Li et al. proposes high-resolution remote sensing imagery river extraction combined with spatial pixel template and Adaboost algorithm [12]. This method eliminates a spatial pixel template to obtain spatial neighborhood relationship, and combines Adaboost integrated learning algorithm to achieve extract of accurate river resolution on remote sensing image. Xu and Hou also proposes a region-based remote sensing image river extraction method [13]. The method first generates a grayscale image based on the remote sensing image, selects the initial region of the river, sets the growth range and growth threshold, and obtains the river boundary through regional production, and proposes the river interior. “Island” and refine the border, and finally generate a vector file. This is a method of automatically extracting river information using images. These river feature extraction methods have performed very well in the ground information drawing. But these methods only can map the general position of the river in the remote sensing image. And it is not possible to identify details in rivers. For example, these methods cannot effectively extract the characteristics of the barrier lake

---

1 Full name is Digital Elevation Model. Digital simulation of ground terrain (i.e., digital representation of topographical surface morphology) through limited terrain elevation data

2 This is a professional mapping software. Maps drawn with ArcGIS can not only display information, but also use it to support query, analysis, planning, and management.
mentioned in this paper. Therefore, researching a new method for extracting river features that can identify river anomalies is one of the focuses of this paper.

2.1 Color Space Model

The choice of the color space model directly affects the similarity measurement effect. Currently, the commonly used color space models include RGB color space, HSV color space and CIE color space.

According to the principle of three-color hypothesis, any color can be mixed by three different basic colors of red, green and blue according to different proportions. This color space composed of RGB three primary colors is called an RGB model [14].

The HSV color space directly corresponds to the three elements of human eye color vision, namely hue H (Hue), saturation S (Saturation) and brightness V (Value), and the channels are independent. Therefore, from the perspective of human psychology, the HSV color space directly reflects the way people observe color than the RGB space, and is more acceptable [15].

2.2 CIE Color System

Assuming that the difference between the two colors observed by a person in a color space corresponds to the Euclidean distance between two points in the color space, the space is said to be a uniform color space. Typical examples are the Luv model and the Lab model of the MTM model CIE [16-17].

2.3 Color Feature Expression

Color histograms have good performance, and can be based on different color spaces and coordinate systems, where HSV space is the most common color space for histograms. It describes the proportion of different colors in the entire image, and does not care about the spatial position of each color, reflecting the statistical distribution and basic color of the image color. Therefore, the color histogram is particularly suitable for describing images that are difficult to automatically segment and images that do not need to consider the spatial position of the object [18].

The statistical histogram of image features is actually a one-dimensional discrete function, namely:

\[ H(k) = \frac{n_k}{N} \quad k = 0, 1, ..., L - 1 \]

Where \( k \) represents the feature value of the image, \( L \) is the number of feature values, \( n_k \) is the number of pixels in the image with a feature value of \( k \), and \( N \) is the total number of image pixels.

A color correlation graph is another way of expressing the spatial distribution of an image color using the color relationship between pixels in an image. The color correlation diagram not only depicts the proportion of pixels of a certain color in the entire image, but also reflects the spatial correlation of different colors. For the selected image \( I \), assuming that \( I_i \) represents a set of all pixels in the image with color \( c(i) \), the color correlation graph can be expressed as \( \gamma_{i,j}^k(I) = \Pr[p_2 \in I_i | p_1 = k \}

\] where \( i, j \in \{1, 2, ..., m\} \), \( n \) represents the image color progression, \( k \in \{1, 2, ..., d\} \), \( d \) represents the maximum distance between pixels set when calculating the relevant image of the image, and \( |p_1 - p_2| \) represents the distance between pixels \( p_1 \) and \( p_2 \). At this time, the color histogram can be regarded as a table indexed by color pairs \( \langle i, j \rangle \), where the kth component of \( \langle i, j \rangle \) indicates that the colors in the image are \( c(i) \) and \( c(j) \) and the distance The probability of occurrence of a pair of pixels of \( k \). If you consider the correlation between any color, the color correlation graph will become very complicated and huge (the spatial complexity is \( O(m^2d) \)); if you consider the spatial relationship of pixels with the same color in the image space, then there is the color of \( I \). The autocorrelation graph, expressed as \( \alpha^k(I) = \gamma_{c,c}^k(I) \), has a spatial complexity of only \( O(md) \). Experiments show that the color correlation graph considers the color distribution and spatial information, and has higher similarity measurement efficiency than the color histogram [19].

Kankanahalli and Mehtre proposed a cluster-based color matching method, the main color method [20]. Depending on the visual characteristics of the person, the human eye is interested in the main color of the image. Then the main color refers to the color in the image which has a relatively high frequency and plays an important role in the expression of image semantic information.

In image processing, the main color extraction process is: first color space conversion. The image is transferred from the RGB space to the HSV space; then the HSV is quantized, and the color of the entire image after quantization can be represented by 162 (18 × 3 × 3) colors; finally, the normalized histogram is calculated. That is, the percentage of each color in the image is obtained, and the descriptor \( F \) is composed of the color and its corresponding percentage, \( F = \{(c_i, p_i), i = 1, 2, 3, ..., N, p_i \in [0, 1]\} \). Where \( N \) is the total number of colors in the image, \( c_i \) is the color, and \( p_i \) is the percentage of it. The various colors \( c_i \) are arranged in descending order of their corresponding percentages \( p_i \), and the main color is obtained by the sequence, and one of the two conditions of \( p_i \geq 5\% \) or \( \sum p_i \leq 60\% \) is satisfied, and the color is taken as the main color. In addition, the MPEG-7 standard specifies.

The similarity between the two primary colors is
calculated as follows:

The two primary colors describe the distance between \( F_1 = \{(c_{i,j}, p_{i,j}), i=1,2,3,\ldots, N_1\} \) and \( F_2 = \{(c_{j,i}, p_{j,i}), j=1,2,3,\ldots, N_2\} \). \( D^2 (F_1, F_2) = \sum_{i=1}^{N_1} p_{i,j}^2 + \sum_{j=1}^{N_2} p_{j,i}^2 - \sum_{i=1}^{N_1} \sum_{j=1}^{N_2} 2a_{i,j}p_{i,j}p_{j,i} \) Where \( a_{i,j} \) is the similarity of the two colors \( c_i, c_j \), \( a_{i,j} = \begin{cases} 1 - d_{ij} / d_{max}, & d_{ij} \leq T_d \\ 0, & \text{otherwise} \end{cases} \)

\( d_{ij} \) is the Euclidean distance of the two colors \( c_i, c_j \). For the two colors of HSV space \((h_i, s_i, v_i)\) and \((h_j, s_j, v_j)\):

\[
\begin{align*}
    d_{ij} &= \sqrt{(v_i - v_j)^2 + (s_i \cosh - s_j \cosh)^2 + (s_i \sinh - s_j \sinh)^2} \\
    d_{max} &= \text{the maximum distance between the two colors.}
\end{align*}
\]

By calculating two opposite colors, such as \((0^\circ, 1, 0)\) and \((180^\circ, 1, 1)\), you can get \( d_{max} = \sqrt{5} \).

The main color extraction algorithm not only reduces the number of color features, but also removes the color interference caused by unimportant objects, is not sensitive to noise and brightness, and does not depend on the prior knowledge of image color distribution, and can be more accurate [21]. The image color is expressed to achieve a balance of precision and dimensionality. The primary color information is finally represented by a variable histogram. It is simple to implement, especially suitable for image similarity metrics with obvious main color features [22].

This experiment is mainly for the analysis of remote sensing images. The rivers in remote sensing images are segmented by CCCI, and then the color similarity metrics are used to evaluate the similarity of rivers in the same region before and after the earthquake. If the binary image difference is too large, it is considered that the river in the area is blocked. This experiment finally represented by a variable histogram. It is simple to implement, especially suitable for image similarity metrics with obvious main color features [22].

The histogram intersection is used to identify instances of one of these objects in the new image. Calculates the ratio histogram of the new image and then intersects each model histogram in the database [25-26]. The histogram intersection is performed according to (1), which is exactly the same as Swain.

Steps (1) and (2) represent the only additional calculations required to achieve illumination independence. The logarithm in step (1) can be done by table lookup in hardware, and the derivative operator of step (2) can be implemented as convolution. For this application, the derivative operator only needs relatively little support because the purpose is to compare the colors in a small area to avoid violating the assumption of constant illumination.

### 3 Methods and Models

#### 3.1 Using CCCI to Extract River Characteristics

First, you must create a histogram database. The combined proportion of each image is calculated as follows:

(1) Logarithmic steps:

\[ i_k (x,y) := \ln\left(\rho_k (x,y)\right) \quad k = 1 \ldots 3 \]

(2) Differentiation convolution step (1), (2) or (3):

(1) Laplacian

\[ d_k (x,y) := \nabla^2 i_k (x,y) \quad k = 1 \ldots 3 \]

(2) Gaussian Laplacian

\[ d_k (x,y) := \nabla^2 G * i_k (x,y) \quad k = 1 \ldots 3 \]

(3) four-way derivative

\[ d_{m,k} (x,y) := \nabla_m i_k (x,y) \quad k = 1 \ldots 3, m = 1 \ldots 4 \]

Where \( m \) is the index direction.

(3) Histogram step (1) or (2):

(1) Gaussian Laplacian or Laplacian

\[ H(i,j,k) := \sum_{x,y} z = \begin{cases} 1 & \text{if} \quad d_i (x,y) = i \\
\quad d_j (x,y) = j \\
\quad d_k (x,y) = k \\
\quad \text{otherwise} \end{cases} \]

(2) 4 directional derivatives

\[ H(i,j,k) := \sum_{m=1}^{4} \sum_{x,y} z = \begin{cases} 1 & \text{if} \quad d_{m,i} (x,y) = i \\
\quad d_{m,j} (x,y) = j \\
\quad d_{m,k} (x,y) = k \\
\quad \text{otherwise} \end{cases} \]

Once a database of ratio (or derived) histograms has been compiled for a set of known objects, it can be used to identify instances of one of these objects in the new image. Calculates the ratio histogram of the new image and then intersects each model histogram in the database [25-26]. The histogram intersection is performed according to (1), which is exactly the same as Swain.
3.2 Similarity Measure Based on Color Features

Common similarity measures based on color features mainly include absolute distance, Euclidean distance, histogram intersection method, χ² distance, reference color table, center distance, and so on.

First, \(a, b\) is the feature vector corresponding to the two images, and \(a, b\) represents the feature component.

The Minkowski distance is defined based on the \(L_p\) norm [27]:

\[
L(A, B) = \left( \sum_{i=1}^{n} |a_i - b_i|^p \right)^{\frac{1}{p}}
\]  

(7)

(1) If \(p=1\), it is called city-block, which is the absolute distance:

\[
L_1(A, B) = \left[ \sum_{i=1}^{n} |a_i - b_i| \right]
\]  

(8)

(2) If \(p=2\), it is called Euclidean Distance:

\[
L_2(A, B) = \left[ \sum_{i=1}^{n} (a_i - b_i)^2 \right]^{\frac{1}{2}}
\]  

(9)

If the components of the image feature are orthogonally independent and the importance of each dimension is the same, the distance between the two feature vectors can be measured by the Euclidean distance. In practical applications, in order to reduce the amount of calculation, the color information is often roughly expressed by means of the mean of the histogram. If the image is represented by three components of RGB, the feature vector of the image histogram consists of the mean of the three components.

\[
f = [\psi \psi \psi ]^T
\]  

(10)

At this time, the similarity of image \(a, b\) is:

\[
S(A, B) = \sqrt{(f_a - f_b)^2} = \sqrt{\sum_{k,G,B} (\psi_a - \psi_b)^2}
\]  

(11)

(3) If \(p \rightarrow \infty\), called Chebyshev distance:

\[
L_\infty (A, B) = \max_{i=1}^{n} |a_i - b_i|
\]  

(12)

The histogram intersection method was first proposed by Swain et al [28]. The histogram intersection method is simple and fast, and can better suppress the influence of the background. The mathematical description is:

\[
d(A, B) = 1 - \sum_{i=1}^{n} \min(a_i, b_i)
\]  

(13)

The above formula can be further normalized:

\[
d(A, B) = 1 - \frac{\sum_{i=1}^{n} \min(a_i, b_i)}{\min(\sum_{i=1}^{n} a_i, \sum_{i=1}^{n} b_i)}
\]  

(14)

In practical application: Let \(H_A(k)\) and \(H_B(k)\) be the statistical histograms of the feature of the query image \(a\) and the database image \(b\), respectively, and the similarity distance between the two images:

\[
d_{hk}(A, B) = 1 - \frac{\sum_{k=0}^{l-1} \min\{H_A(k), H_B(k)\}}{\sum_{k=0}^{l-1} H_A(k)}
\]  

(15)

Assuming that the HSV histogram represents each image, the similarity distances of the two images \(a\) and \(b\) are:

\[
d_l(A, B) = 1 - \frac{\sum_{h, s, v} \min\{H_A(H, S, V), H_B(H, S, V)\}}{\sum_{h, s, v} \sum_{h, s, v} \sum_{h, s, v} H_B(H, S, V)}
\]  

(16)

The above formula can be further normalized:

\[
d_l(A, B) = 1 - \frac{\sum_{h, s, v} \min\{H_A(H, S, V), H_B(H, S, V)\}}{\sum_{h, s, v} \sum_{h, s, v} \sum_{h, s, v} H_B(H, S, V)}
\]  

(17)

For image histograms based on color histograms, quadratic distances have proven to be more efficient than Euclidean distance and histogram intersections because they take into account the existence of different colors. Similarity [29]. There are two color histograms \(H_A\) and \(H_B\), and the quadratic distance between them can be expressed as:

\[
D(H_A, H_B) = (H_A - H_B)^T M (H_A - H_B)
\]  

(18)

Where \(M = \begin{bmatrix} 1 & s_{12} & \cdots & s_{1N} \\ s_{21} & 1 & \cdots & s_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ s_{N1} & s_{N2} & \cdots & 1 \end{bmatrix}\), \(s_{ij}\) represent the similarities between the two colors of the subscripts \(i\) and \(j\) in the histogram. This method can be obtained through the study of color psychology by introducing the color similarity matrix \(M\) so that it can take into account the similarity factors between similar but different colors.

The \(\chi^2\) statistical calculation similarity distance can be defined as:
\[ d_{L^2}(A, B) = \sum_{i=0}^{n-1} \frac{(A_i - B_i)^2}{m_i} \]  

(19)

Where \(A, B\) represents two images, \(m_i = \frac{A_i + B_i}{2}\).

For color images, the \(i(i \leq 3)\) step center distances of the histograms of the three components \(R, G,\) and \(B\) of the images \(A\) and \(B\) are represented by \(M_{i, R}, M_{i, G}, M_{i, B}\) and \(M_{i, R}, M_{i, G}, M_{i, B}\), and the matching values between them are:

\[ P(A, B) = \sqrt{W_1 \sum_{i=1}^{3} (M_{i, A} - M_{i, B})^2 + W_2 \sum_{i=1}^{3} (M_{i, G} - M_{i, B})^2 + W_3 \sum_{i=1}^{3} (M_{i, B} - M_{i, B})^2} \]  

(20)

If the color image is represented by 3 components \(H, S, V\), it can also be calculated in a similar way.

The color of the image is represented by a set of reference colors that should cover the various colors that are visually perceived. The number of reference colors is smaller than the original image, and the histogram can be simplified, so the matching feature vector is: \(f = [r_1, r_2, \ldots, r_n]\). \(r_i\) is the frequency at which the \(i\)-th color appears, and \(n\) is the size of the reference color table. The matching value between the weighted query image \(A\) and the database image \(B\) is:

\[ P(A, B) = W \sqrt{\left( f_A - f_B \right)^2} = \sum_{i=1}^{n} W_i \left( r_{i, A} - r_{i, B} \right)^2 \]  

(21)

### 3.3 Texture-based Similarity Measure

Common texture feature-based similarity metric calculation methods mainly include Euclidean distance and Mahalanobis distance. The Euclidean distance measurement method with the Euclidean distance and the color feature similarity measure is the same. See the Minkowsky distance \(p\) for 2.

If the components of the feature vector have correlation or have different weights, the Mahalanobis distance can be used to calculate the similarity between the features [30]. The mathematical expression of the Mahalanobis distance is:

\[ D_{mahal} = (A - B)^T C^{-1} (A - B) \]  

(23)

Where \(C\) is the covariance matrix of the feature vector.

The flow chart of this experiment is shown in Figure 1 above. The remote sensing image is used for preprocessing, and then CCCI/GMRF (Gaussian Markov random field) /U-net is used to extract the characteristics of the river before and after the blockage, and then the similarity of the image before and after the blockage is judged by using the method of judging image similarity. When the similarity is small, the river is severely blocked. When the similarity is large, it means that the river blockage is not serious.

![Figure 1. Flow chart of river blocking judgment](Image)
4 Experiment

4.1 Datasets

The data set used in this trial was provided by the UK National Defense Science and Technology Laboratory (Figure 2 shows a partial 3-channel satellite imagery of the dataset). The training set contains 25 high-resolution satellite images of 1 square kilometer area. There are three versions of the training set image to choose from, namely grayscale, 3-channel RGB color map and 16-channel image. See Table 1 for details.

Figure 2. 6050_2_1 river feature extraction

<table>
<thead>
<tr>
<th>TYPES</th>
<th>BANDS</th>
<th>PIXEL RESOLUTION</th>
<th>CHANNELS</th>
<th>SCALE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRAYSCALE</td>
<td>PANCHROMATIC BAND</td>
<td>0.31m</td>
<td>1</td>
<td>3348×3392</td>
</tr>
<tr>
<td>3 CHANNELS</td>
<td>RGB</td>
<td>0.31m</td>
<td>3</td>
<td>3348×3392</td>
</tr>
<tr>
<td>16 CHANNELS</td>
<td>MULTISPECTRAL</td>
<td>1.24m</td>
<td>8</td>
<td>837×848</td>
</tr>
<tr>
<td>16 CHANNELS</td>
<td>NEAR INFRARED</td>
<td>7.5m</td>
<td>8</td>
<td>134×136</td>
</tr>
</tbody>
</table>

The flow chart of this experiment is shown in Figure 1 above. The remote sensing image is used for pre-processing, and then CCCI/GMRF/U-net is used to extract the characteristics of the river before and after the blockage, and then the similarity of the image before and after the blockage is judged by using the method of judging image similarity. When the similarity is small, the river is severely blocked. When the similarity is large, it means that the river blockage is not serious.

By adjusting and aligning the 16-channel image to match the 3-channel RGB image, a calibration operation is necessary to eliminate the difference between the channels. Finally, the training focuses on three versions of the image and integrates it into a 20-channel input image.

4.2 Experimental Process

This experiment used 3 band and 16 band images to perform experiments (The 3-band images are the traditional RGB natural color images. The 16-band images contain spectral information by capturing wider wavelength channels. Because the 3-band and 16-band images are colored, the color characteristics of the river can be extracted. This is necessary for CCCI. Images of other bands, such as full-color remote sensing images, have only one color, for example, pure black and white.), using the method mentioned in section 3.1 to calculate the CCCI index. Selecting the appropriate screening threshold in the HSV color histogram (here set to 0.15). And using three latitude and longitude coordinates on the remote sensing image to determine that the two remote sensing images are taken at the same position and are shot at the same height (using 0.5 m Remote sensing image of resolution). The image is divided into $1024 \times 1024$ small images for training. The binary image of the river after the earthquake is extracted and the binary map corresponding to the image of the river before the earthquake is used for similarity measurement. The above process is continuously repeated until the thresholds with the highest average similarity of the two binary images and their corresponding CCCI indexes are obtained.

In order to improve the classification accuracy between the water body and the non-water body, the CCCI weight is set to 1.5. According to the actual situation of the experimental area, the segmentation scale is continuously tested, and the segmentation scale is selected to be 256, 512, and 1024 for comparison. When the segmentation scale is 256, although the water body and the mountain body shadow segmentation are separated to a great extent, the large water body and other vegetation bare land are too broken; when the segmentation scale is 512, although the large water body and the tributary are relatively complete, However, there is more mixing of water bodies and mountain shadows. Therefore, this paper considers selecting 1024 as the optimal segmentation scale, with a shape weight of 0.1 and a compactness and smoothness of 0.5.

We used the Swain image database to run a color constant color indexing algorithm in our experiments. The complete database data set of the image is displayed in color. The CCCI algorithm imposes very few restrictions on objects, except that they are multi-colored. The location and orientation of a river can vary in many data sets, its shape can be changed, and even some occlusion can be tolerated, for example when vegetation covers a river. The two-dimensional position and orientation have no effect on the histogram, so they have no effect on the match. Changing the shape of the color area also keeps the
histogram unchanged; however, occlusion affects the histogram and may reduce the confidence of the match. Of course, for the CCCI algorithm, the lighting conditions of the object and the model must be the same. Again, the dimensions must remain approximately the same, which means that the distance between the camera and the object must be similar to the distance of the model.

We eliminated 11 of the 66 model images of the CCCI with saturated response because the ratio with respect to saturated pixels could not be expected to be constant. Then, for our test, a histogram containing 55 images and a second set of 24 different images of the same object took different positions and directions to match the database. Two test objects are shown in Figure 2 and Figure 3.

4.3 Experimental Results and Analysis

In the end, we took two 3-channel satellite imagery tests (as shown in Figure 2 and Figure 3). Each satellite image shows the geomorphology of different areas of 1 square kilometer. The upper part of the test results shows the real label. In the river area labeled, the two graphs in the lower half show the model predictions. From the comparison of the real results and the predicted results in the three images, we can conclude that our model can’t completely mark all the rivers in the satellite image during the process of predicting the river in the satellite image, but the model is almost Compared with real artificially labeled rivers, rivers in other satellite images can be well predicted during actual use.

CCCI training accuracy and test accuracy are shown in Figure 4(a). The figure shows that the training accuracy and test accuracy are the fastest growing in the first 30 training Epochs. Training tends to converge after the 70th Epochs. In the 100th Epochs, the training accuracy was 85% and the test accuracy was 80%. The color constant color index performs very well. Most river images are correctly identified and have high tolerances.

The effect of threshold selection on model accuracy is shown in Figure 4(b). The figure shows the process of finding the best CCCI Index during training. It can be seen that the optimal feature extraction parameters are selected when the threshold is 0.15.

The effect of RGB, Multispectral, and Near Infrared Spectra selection on training accuracy in the dataset is shown in Figure 5(a). It can be seen from the figure that the simultaneous participation of images in the RGB, Multispectral and Near Infrared Spectra bands helps to improve the final accuracy of the model.

The comparison of the training methods of CCCI, GMRF and U-net is shown in Figure 5(b). The water body information is extracted by the CCCI water body extraction method, the GMRF water body extraction method and the U-net water body extraction method respectively. In this paper, the results of manual interpretation are taken as the standard, and the accuracy of the extraction results is evaluated from visual interpretation to quantitative statistics. By comparison, it is found that the overall effect of CCCI
water extraction method is better than the other two extraction methods. CCCI method has better effect on contour extraction, and is hardly affected by vegetation and mountain. It can be seen from the figure that U-net super-neural segmentation has almost nothing to do in extracting river features. The GMRF-based water body extraction method, when the water body is greatly affected by the shadow of the mountain, there is a phenomenon of water body over-lifting and “Noise water body”; in the south of the water body, it is affected by thin clouds, and there is water leakage phenomenon; and object-oriented CCCI water body extraction. The method is based on eliminating the effects of thin clouds and hillshading. The accuracy of the extraction is quantitatively judged by the rate of mis-extraction, including the over-extraction rate and the miss-out rate. The over-extraction rate is the ratio of the number of pixels that are actually incorrectly extracted as water bodies to the total number of true water-like pixels in the water body; It is the ratio of the number of pixels that are actually divided into water bodies to the total number of real pixels in the water body. Since the size of the water body is not fixed, it varies with the seasons and other factors. Therefore, the number of water body pixels manually interpreted is the total number of real pixels in the water body.

Since the image similarity measure has strong subjectivity, it is not easy to objectively evaluate the performance of an image similarity measure algorithm. When performing image similarity metrics, there are one or more characterization methods and similar metrics, which require a comprehensive evaluation of the similarity measures of different image features or feature combinations and different similarity measures. Compare the performance of different methods and find the best way. Listed below are the criteria for judging several accepted image similarity metric algorithms.

Precision and recall are the most widely cited evaluation criteria in CCCI. The precision is the ratio of the number of related images returned by the system to the number of all returned images in a query process. If there are many correct correlation images in the similarity measurement result set, the precision is high. The recall rate refers to the ratio of the number of related images in the query result returned by the system to the number of all relevant images in the image library (including returned and not returned). The precision and recall rates are shown in Table 2 below.

The LY datasets was produced by the Computer Vision and Artificial Intelligence Laboratory of University of Shanghai for Science and Technology. Its original satellite data is derived from China Gaojing-1 satellite. The original image has a full-color resolution of 0.5 m and a multi-spectral resolution of 2 m. The data set is subject to third party privacy and copyright, except for the parts shown in this article, the rest will not be allowed to be published on the Internet.
Figure 6. The CCCI method shows 12 groups of river segmentation results on the third-party dataset: the left side of each group of subgraphs is the original satellite imagery, and the right side is the binary map of the river segmentation results extracted by CCCI.

Table 2. Select two non-overlapping sub-images of 256×256 size from the 512×512 size image to analyze the precision and recall rate.

<table>
<thead>
<tr>
<th>Image ID</th>
<th>Similarity Measurement Based on Color</th>
<th>Similarity Measurement Based on Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>6015_3_4</td>
<td>83.2%</td>
<td>79.5%</td>
</tr>
<tr>
<td>6080_1_1</td>
<td>77.9%</td>
<td>74.6%</td>
</tr>
</tbody>
</table>

The percentage of blocking degree is a practical discriminating method. Two non-overlapping sub-images of 256×256 size are selected from the image of 512×512 size, and one pair is taken as the query image and the other is taken as the target image. In the case of an ideal similarity measure, the target image should rank first in the similarity measure. The percentage of blockage is shown in Table 3 below.

Table 3. Measurement of the degree of river blockage of 6015_3_4 and 6080_1_1 by various similarity measures.

<table>
<thead>
<tr>
<th>Image ID</th>
<th>Similarity Measurement Based on Color</th>
<th>Similarity Measurement Based on Texture</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Minkowsky distance</td>
<td>Histogram intersection method</td>
</tr>
<tr>
<td>6015_3_4</td>
<td>21.5%</td>
<td>20.1%</td>
</tr>
<tr>
<td>6080_1_1</td>
<td>8.3%</td>
<td>9.8%</td>
</tr>
</tbody>
</table>

The following two binary maps (shown in Figure 7 and Figure 8) are the binary map of the river before the earthquake on the left and the binary map of the river after the earthquake on the right. Simulated dammed lake 1, normal 78.5%, blocking 22.5%. Simulated dammed lake 2, normal 91.7%, blocking 8.3%.
5 Conclusion

The color constant color indexing algorithm performs well on water feature extraction on various remote sensing images. Although the spectral power distribution of the illuminator has undergone substantial changes, the object is still correctly identified. Through the experiment, CCCI can be applied to the image feature extraction of rivers in a small sample of remote sensing datasets. Then, using three-point positioning and river binary image judgment before and after the earthquake, it can be judged whether the river is Blockage and river blockage. At the same time, other methods were compared in this experiment, but they were not as good as CCCI in the process of actually extracting river characteristics. We attribute it to the following reasons. Texture extraction is susceptible to interference from various textures in complex environments. The data set used in this experiment describes that the part of the river is too small to be segmented using neural networks. In this case, only the color of the river can be used as the only distinctive feature distinguishing itself from the environment, so it is very effective to compare the color based on the color of the adjacent position.

6 Future Work and Prospects

Further, the vegetation index (SAVI) can be used to judge the local landslide after the earthquake. According to the spectral characteristics of the vegetation, the visible and near-infrared bands of the satellite are combined to form various vegetation indices. Vegetation index is a simple, effective and empirical measure of surface vegetation status. More than 40 vegetation indices have been defined and widely used in global and regional land cover, vegetation classification and environmental change, primary productivity analysis, crops and Pasture estimation, drought monitoring, etc.; and has been integrated into interactive biosphere models and production efficiency models as part of a global climate model; and is widely used for terrestrial applications such as early warning systems for famine; vegetation indices can also Convert to a canopy biophysical parameters. Landslides are often accompanied by the bareness of local geotechnical areas and form a sharp contrast with the surrounding vegetation. By using SAVI to compare the binary images of the post-earthquake vegetation, it is possible to determine whether a landslide has occurred.
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