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Abstract 

QR code has become essential in daily-life because of 

the popularity of mobile devices. The visual effect of a 

conventional QR code is not ideal. Consequently, many 

good aesthetic algorithms have been proposed. However, 

both the decoding rate and visual effect of a QR code 

cannot be guaranteed simultaneously when facial image 

serves as the background. We propose an arbitrary style 

transfer of facial image based on feed-forward network as 

a preprocessing algorithm for an aesthetic QR code. The 

deep characteristics of content image and style image are 

unified in the same layer of convolutional neural 

networks in our style transfer network. Styles are 

changed. The result of style transfer is restricted with 

semantic segmentation result, color uniform 

regularization of facial image and repeating restriction 

similarity constraints. Experimental results show that 

both the decoding rate and visual effect of a QR code are 

guaranteed when our method is used in background 

preprocessing. 

Keywords: Arbitrary style transfer, Feed-forward 

network, Facial image, Aesthetic QR code 

1 Introduction 

With the economic development in recent years, 

smart mobile devices have be-come more and more 

popular. The QR code has the advantages of being 

produced conveniently, having large storage capacity, 

strong error correction capability and anti-rotation 

capability. Consequently, QR code is used extensively 

as an interface between smart mobile devices and the 

Internet. Today, QR codes have become an integral 

part of life. An ordinary QR code with visual-

unpleasant appearance consists of monotonic 

black/white encoding modules, which cannot be 

recognized by human eyes. Recently, visual 

optimization of QR codes has attracted extensive 

attention in academia. 

Consequently, many good aesthetic algorithms have 

been proposed. However, most aesthetic QR 

algorithms are focused on improving the similarities to 

the original background, but neglect low decoding rate. 

We found that most aesthetic QR algorithms are 

suitable for flat texture or uniformly colored anime 

style images. We use the scanning error analysis 

method [1] to analyze the effects of different 

background images. In Figure 1, the red parts indicate 

errors and the green parts indicate correctly-identified 

values. There are fewer errors in the sampling results 

matrix of the simple texture image. According to 

scanning principles, if there are errors in the matrix of 

sampling results, they need to be corrected by 

performing data correction. When the percentage of the 

generated errors exceeds a certain threshold, error 

correction may fail, which results in a scanning failure. 

Preprocessing the background is therefore used to 

increase the decoding rate. Common preprocessing 

algorithms enhance contrast, remove texture, etc.. The 

visual effect is impacted although satisfactory 

decoding rate is obtained. It is critical to obtain suitable 

preprocessing algorithms for facial image with a good 

visual effect and decoding rate. 

 

Figure 1. Error analysis of the intermediate results of scanning different QR codes using the ZXing library 
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We introduce convolutional neural networks (CNN) 

based style transfer into preprocessing. Style transfer 

removes details from facial image, thereby improving 

the decoding rate, achieving both reality and aesthetics. 

However, the current style transfer cannot be used in 

facial image because style distortion and non-unified 

image contents. The corresponding CNN is required 

for every style image training in conventional image 

stylization network. 

We referenced the network structure of Chen et al. 

[2]. The image contents and deep characteristics of 

style images are unified into one layer of CNN, style 

change is performed, which resulted in faster speed of 

arbitrary style transfer of images. We further 

introduced semantic segmentation result to mitigate the 

impact on texture and color by the background. Color 

uniform regularization of facial image was introduced 

and the maximum times in any patch was con-strained, 

greatly improving the quality of facial style images. 

The experimental results showed that our method 

yields both a high decoding rate and good visual effect. 

2 Related Work 

In this section, we review some techniques primarily 

concerning two topics, aesthetic QR code and image 

style transfer.  

2.1 Aesthetic QR Code 

Recently, more and more researches have focused 

on aesthetic QR code. Current aesthetic algorithms 

include two categories. 

The first category uses the error correction encoding 

mechanism of RS code [3-5]. It can highlight some 

important areas of image so that the region of interest 

(ROI) can be completely displayed. The experimental 

results show that there are almost no noise pixels on 

ROI. The main drawback is that the replacement area 

is limited by error correction capacity. In addition, a 

processed image is covered with a lot of the black and 

white points and the visual effect of salient regions is 

poor. The results are shown in Figure 2(a).  

The second category uses the XOR characteristic of 

RS code [6-8] to beautify the QR code. The results are 

shown in Figure 2(b) and Figure 2(c). In our previous 

work, we proposed a novel algorithm based on the 

XOR mechanism of hybrid basis vector matrices and 

background image synthetic strategy [9]. The hybrid 

basis vector matrices include the reverse basis vector 

matrix (RBVM) and positive basis vector matrix 

(PBVM). First, RBVM and PBVM are established by 

Gauss Jordan elimination method according to the 

characteristics of the RS code. Then, the modification 

of the parity area of the QR code can be performed 

with the XOR operation of RBVM. And the XOR 

operation of PBVM is used to change the data area of 

the QR code. So a QR code can be modified to be very 

close to the background image without affecting the 

error correction ability. Finally, in order to further 

decrease the difference between a QR code and the 

background image, a new synthesis strategy is adopted 

to achieve better aesthetic effect. The experimental 

results show that this method yield better visual effect 

without sacrificing recognition rate. The results are 

shown in Figure 2(d). 

    

(a) The result of [4] (b) The result of [6] (c) The result of [7] (d) The result of [9] 

Figure 2. The aesthetic QR codes of different algorithms 

At present, it is difficult for the existing QR code 

beautification algorithms to address both the decoding 

rate and the aesthetics of a QR code, especially for 

facial images.  

2.2 Style Transfer 

Recently, image style transfer has become a hot 

topic in the AI field. It is related to texture synthesis. 

Texture synthesis methods are divided into two 

categories, i.e., parametric [10-12] and non-parametric 

[13-15] method. Para-metric methods of texture 

synthesis aim to represent textures through proper 

statistical models. Non-parametric methods aim to 

build a perfect image rather than build rich models to 

understand textures. Li and Wand [16] showed that 

representations of image content and style were 

separable by various CNN convolutional layers. 

Moreover, representation provided the possibility for 

image decoupling and recombining. Gatys et al. [17] 

formulated style transfer as an optimization problem 

that combines texture synthesis with content 

reconstruction. By matching the global statistics of 

deep features, the parametric methods can be used to 

preserve the content of image and the overall visual 



Arbitrary Style Transfer of Facial Image Based on Feed-forward Network and Its Application in Aesthetic QR Code 513 

 

effect of an artwork. 

Based on the existing image style transfer 

approaches with CNN, we propose an arbitrary style 

transfer method of facial image based on single-layer 

activations in a pre-rained CNN. Similar to Chen’s 

work [2], we reconstruct the complete best matching 

activation target in the activation space. More 

importantly, a visually appealing style transfer can be 

achieved by using our method, which is able to directly 

adapt to the facial area. We adjust the network of the 

style image transfer according to the special 

requirement of facial image as the content image. First, 

unlike the existing style transfer methods [16-17], our 

method does not use pixel-level loss, instead, our 

method uses loss on the activations. Second, semantic 

segmentation result and repetitive restriction can help 

achieve arbitrary style transfer during semantic 

matching between images. Finally, we use a global 

constraint based on YUV color space of an image to 

avoid the color-overmatch problem, which greatly 

improves the photorealism of the transfer results. 

3 A New Method of Style Transfer 

The network architecture of our method is shown in 

Figure 3. The inputs of feed-forward network are facial 

image (i.e., content image) and style image. DeepLab 

[18] is used to obtain semantic segmentation result 

before content images are inputted into the network. 

Every patch activated by content images is re-placed 

by the corresponding patch of style transfer images 

with global balance and semantic segmentation result. 

Facial image with high fidelity is acquired through a 

uniform style transfer is obtained. The VGG-19 [19] 

model is used in this study. 

 

Figure 3. Network architecture of arbitrary style transfer of a facial image based on feed-forward network 

3.1 The Activation Based on Semantic 

Segmentation Result 

In neural algorithm of style transfer, CNN activation 

is used as the feature of an image. Experimental results 

show that the interference on facial image from 

background is the primary factor contributing to 

infidelity in the process of style transfer. We defined 

an activation function based on semantic segmentation 

to solve this problem. 

DeepLab [18] is used to generate semantic 

segmentation result for a facial image. The content 

image is divided into face and background. The 

activation of content image with semantic 

segmentation result is the input of arbitrary style 

transfer network. The enhanced activation of content 

image ( )seg
F C  is 

 ( ) ( ) ( ).seg
F C F C J C=  (1) 

where, ( )F C  is the activation of a layer CNN of 

content image C , ( )J C  is the semantic segmentation 

result of the corresponding content image. 

Downsampling operation matches the content image 

activation size of every CNN layer.  

3.2 Non-parametric Image Style Tran Sfer 

Network 

In order to obtain better visual effects, we adopt a 

non-parametric algorithm of style transfer, and its 

comparison with the results of the parametric style 

transfer network is shown in Figure 4. Let C and S 

denote content image and style image of a style 

transfer, respectively. ( )F i  is the full convolution 

operation for the pre-trained CNN. An image is 

mapped to an intermediate activation space in CNN 

from its original image space. The image style change 

is performed on the activation space ( )F S and the 

enhanced content image activation ( )seg
F C  with 

semantic segmentation. The change process is as 

follows: 
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Figure 4. The contrast of the parameter style transfer network [17] with our non-parametric feed-forward network 

style 

(1) Pre-trained VGG-19 network is used to generate 

the corresponding activations of a content image C and 

style image S . Patches with size r r×  are extracted 

from the activations. The patches are marked 

as ( )
_seg i

f C ,
C

i n∈  and ( )j
f S , 

S
j n∈ , respectively. 

The size of the content image is h w× , 
C
n  and 

S
n represent the number of extracted patches of the 

content image and style image from the current layer. 

The extracted patches should have sufficient overlap 

and include all activated channels. 

(2) The activation of the content image with 

semantic segmentation result is correlated to the best 

matching patch of the style image. 

 ( )
( )

( ) ( )

( ) ( )

_

, 1,...,
_

,

, argmax .

j S

seg i jst

i
f S j n

seg i j

f C f S
f C S

f C f S=

=

i

 (2) 

(3) The activation patch of the content image 

( )
_seg i

f C  is replaced by the best matching activation 

patch of the style image ( ),

st

i
f C S . 

(4) The full content activation is re-constructed and 

is represented by ( ),

stF C S . 

3.3 Repeating Restriction Similarity Constraints 

The enhanced activation patch of the content image 

with semantic segmentation result is correlated to the 

best matching patch of the style image, and the full tar-

get activation is reconstructed. A part of the activation 

patch of the style image is used repeatedly. It adversely 

affects the uniform transfer of the image style. It 

cannot produce rich style transfer of the image. 

Inspired by [2-20], we introduced the repeating 

restriction parameter to limit the usage of activation 

patch of the style image. 

As its name implies, repeating restriction similarity 

constraints addresses similarity of image area. It is 

completed in Step 2 of the non-parametric image style 

transfer in Section 3.2. When the best matching style 

patch with a patch of con-tent image is determined, a 

count matrix with initial zero is introduced. When an 

activation patch of the style image is used, the 

corresponding matrix element is incremented. The 

patch cannot be used any more after it reaches the 

threshold and the next new best matching style patch is 

used. The style expands more uniformly and image 

style transfer is richer when the threshold is 5. 

3.4 The Color Uniform Regularization of 

Facial Image 

Image realistic regularization [21] uses an affine 

function to widen color difference. It is not suitable for 

facial image. And regularization in [21] on RGB space 

requires heavy computation for style transfer. In order 

to solve these problems, we propose the color uniform 

regularization of facial image. We directly employ the 

semantic segmentation result from DeepLab in Section 

3.1, with the scope to local transformation being 

controlled. Local transformation is performed in 
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channel Y on YUV space of the content image. The 

style transfer is faster. Importantly, we decrease the 

range of the brightness field to weaken the impact from 

the brightness difference in the facial area. The results 

are shown in Figure 5. 

 

Figure 5. The contrast of our feed-forward network with the same network without color uniform regularization 

Color uniform regularization of facial image is 

defined as follows: 

 ( ) ( ) ( ) ( ), ,

T

color Y Y Y
L I C V I M C V I=  (3) 

where content image C  has N  pixels. ( )Y
V I  the 

vectorized version ( )1N ×  of the style transfer image 

I  in channel Y. The matrix ( )Y
M C  ( )N N×  is a 

representation of a standard linear system which can 

minimize a locally affine function of the content image 

C  in Y channel [21]. 

3.5 Loss Function 

Different from [16-17], we use the squared-error in 

our loss function. The enhanced image activation 

( )seg
F C  with semantic segmentation result is 

redefined. The full activation is reconstructed under the 

repeating restriction similarity constraints. We pioneer 

to calculate the total loss in YUV space and add the 

color uniform regularization of facial image in the loss 

function. Our loss function is defined as follows: 

 ( ) ( ) ( )
2

, argmin ,
h w d

st

style
F

I

I C S F I F C S
× ×

∈

= −

R

 

 
( ) ( ), ,

TV color
L I L I Cα β+ −

 (4) 

where 
F

i  is the Frobenius norm, 
color

L  is the color 

uniform regularization of the facial image, ( )TV
L i  is 

the total variation regularization term [22] that is 

widely used in image deblurring; 

 ( ) ( )
1

2

1, , , ,

1 1 1

h w d

TV i j k i j k

i j k

L I I I

−

+

= = =

= −∑∑∑  

 ( )
1

2

, 1, , ,

1 1 1

,

h w d

i j k i j k

i j k

I I

−

+

= = =

+ −∑∑∑  (5) 

where ( )F i  is activation from the pre-trained CNN. 

Therefore, the final solution of (4) can be obtained by 

subgradient-based optimization. Based on [2], an 

inverse network can be trained to approximate an 
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optimum of the loss function in (4) for any activations. 

We define the optimal inverse function as follows: 

 ( )( )
2

arginf
H

Fg

F g H H⎡Ε −
⎢⎣

 

 ( )( ) ( ) ,
TV color
L g H L Hα β ⎤+ − ⎦  (6) 

where g  represents a deterministic function and H  is 

a random variable corresponding to the target 

activation. The total variation regularization term is 

defined in the previous sections. And the color 

uniformity regularization of facial image uses the 

following function in the reverse network: 

 ( ) ( )( ) ( ) ( )( ).
T

color Y Y Y
L H V g H M H V g H=  (7) 

4 The Implementation of Image Style 

Transfer 

A pre-trained VGG-19 is used as the feature 

extractor of our feed-forward net-work. The training of 

the inverse network [2] is referenced, Microsoft COCO 

(MSCOCO) [23] is employed, two training periods are 

done. The open sources in DeepLab v3+ [18] of 

encoder-decoder are used. We use the Torch7 

framework to implement our method. All results in this 

paper are generated between 3 and 8 seconds on 

NVIDIA GeForce GTX 1060 6GB GPU. 

Target layer. The effect of different layers of VGG-19 

for our method is shown in Figure 6. The deeper layer 

of VGG-19 is selected, the more obvious is the texture 

of the style transfer image. A better style transfer result 

is in layer Relu3_1, the original image is preserved and 

texture of style image is added. More image style 

transfer experiments are performed in layer Relu 3_1. 

According to the naming convention of VGG-19, 

“Relu X_1” refers to the first ReLU layer after the (X-

1)th maxpooling layer. 

Style-matching tuning. Image style is directly 

affected by the patch size and patch stride of 

convolution in CNN. More texture of styled image is 

preserved whereas more special structures of the 

content image are lost with big patch size and patch 

stride (Figure 7 and Figure 8). We therefore set patch 

size as3 3×  and patch stride as 1. 

 

Figure 6. The effect of arbitrary style transfer network results in different layers of VGG-19 

 

Figure 7. The effect of arbitrary style transfer network results in different patch size 
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Figure 8. The effect of arbitrary style transfer network results in different patch stride 

Computation time. The time needed for style transfer 

with related work is shown in Table 1. Compared with 

parameter style transfer [16-17], only one layer of pre-

training VGG-19 network is used in our study with less 

time in every iteration and fast speed. Our style 

transfer effect is slightly better (Figure 11) than [2], but 

it takes more time. Our total loss function is added 

color field transfer of visual model, and the style 

transfer is performed with semantic segmentation 

result and repeated restriction similarity constraints. 

5 Experimental Results of Image Style 

Transfer 

Experimental results support the effectiveness of our 

method. Parameters are adjusted as described above. 

Patch size is 3 3× , patch stride is 1, 6
10α

−

=  and 
2

10β −

= . 

The effectiveness of style transfer of facial image. 

Our purpose is to obtain more artistic style transfer 

images for facial images via aesthetic QR code. The 

style transfer should be both artistic and realistic, and a 

high decoding rate of style transfer QR code should be 

achieved. The ideal style transfer results are achieved 

for different facial images in different style images in 

our network (Figure 9). Details of facial images are 

well preserved by the new network. Compared with [2] 

and [20], some results are shown in Figure 10. Our 

network obviously improves the effect of facial image 

style transfer. 

 

Figure 9. The results for different facial images in different style images using our network 
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Figure 10. Details of facial images (such as hair, facial features, and outlines) using our method 

 

Figure 11. The results generated by different style transfer method 

Adaptability to multi-style transfer. We propose a 

feed-forward network for arbitrary style transfer for 

facial image in order to obtain high fidelity facial 

image contents and artistic facial style. We need only 

one network, which supports arbitrary style transfer of 

facial image contents and avoids different networks for 

style image training in previous studies. 

Table 1. Different methods stylize 555*555 image average computation time on NVIDIA GeForce GTX 1060 6GB 

GPU 

Method N. Iters. Time/Iter. (s) Total (s) 

Gatys et al. [17] 800 0.208 116.4 

Chen and Mark [2] 1 2.132 2.13 

Li and Wand [16] 200 0.988 197.6 

Our method 1  4.256 4.26 
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6 Aesthetic QR Code Method Based on 

Arbitrary Style Transfer Network of 

Facial Image 

6.1 RS Code Encoding Mechanism 

QR code uses RS code’s error correction. RS code 

has the features of XOR operation in that a new RS 

code is obtained with XOR operation of two different 

RS codes [8]. In [9], we proposed a new algorithm for 

aesthetic QR code by using the XOR characteristics of 

RS code with PBVM and RBVM to reduce as much as 

possible the visual differences between the aesthetic 

QR code and the background image. 

6.2 Aesthetic QR Code Generation 

Combining [9], we propose a new aesthetic QR 

algorithm with the arbitrary style transfer network of 

facial image in Figure 12. The details include: 

 

Figure 12. Flowchart of an aesthetic QR algorithm with arbitrary style transfer network 

(1) Generate the background image using our style 

transfer network. 

(2) The XOR characteristics of RS code with PBVM 

and RBVM is applied to beautify the QR code, and 

reduce the visual differences between the aesthetic QR 

code and background image as much as possible. 

(3) Embed QR code into the background image. 

6.3 Experimental Results 

Visual effect. A collection of 100 images with 

different styles serves as a dataset in our experiment. 

All images in the dataset are used as background 

images to generate aesthetic QR codes. The selected 

results generated by our method are shown in Figure 

13. The QR version is 5 and the error correction level 

is L. QR code with stylized image background has 

more artistic and diverse visual effect. No-tice that the 

additional points that need to be added to the face area 

are significantly less in the style transfer QR code. 

 

Figure 13. The generation of aesthetic QR codes with different background image 
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Scanning robustness. Scanning robustness of the QR 

codes was evaluated from various aspects, such as 

scanning angle variation, scale variation, brightness 

variation, and coverage. A collection of 100 images 

with different styles serves as a dataset in our 

experiment. And the same device (iPhone 8) is used for 

scanning and decoding tests. It is evaluated whether the 

decoding of the QR code is successful or not. The 

results are shown in Figure 14. 

 

Figure 14. The results of scanning robustness 

Experimental results show that our method not only 

ensures code usability, but also has the effect of QR 

code beautification. 

7 Conclusion 

In this study, we propose an arbitrary style transfer 

network of facial image based on feed-forward 

network in order to obtain high fidelity images for 

aesthetic QR codes. The network is combined with 

visual model and semantic segmentation. Global 

brightness balance is used, good visual effect is 

obtained, and the decoding rate of aesthetic QR code is 

guaranteed. However, for a small portion of the facial 

images, it is hard to control color distribution. We will 

study this further in the future. 
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