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Abstract 

In wireless sensor network, energy is primary 

constraint in designing and installation. WSN network 

possess many sensor nodes and each are equipped with 

batteries as its power bank. Due to the usage of many 

sensor nodes and batteries, there comes need to reduce 

the power consumption and increase the efficiency. The 

data sensed can be compressed before transmission to 

improve efficiency and reduce power ingestion. The data 

sensed through WSN network are time series data. Data 

prediction plays a crucial role in forecasting data with 

past values, which reduce the usage of sensor nodes in 

sensing information. This paper proposes the differencing 

based prediction algorithm and leveling based compression 

algorithm for both univariate and multivariate data. This 

system reduces the number of sources and power 

consumption. The algorithms were simulated using a 

simulation tool MATLAB 8.2- R2013a. The algorithms 

are quantified by calculating approximation error, 

compression ratio, and computation complexity on the 

compressed data. From the results it is evident that the 

proposed algorithm is better suitable for compression of 

univariate and multivariate signals. 

Keywords: Approximation mean error, Compression 

ratio, Energy consumption, Multivariate data  

1 Introduction 

Large scale wireless sensor networks (WSNs) are 

employed in real-time monitoring and surveillance 

applications, such as monitoring the environment [1] 

monitoring health care of remote [2], classification of 

animal behavior [3] and structural health monitoring 

for infrastructures [4]. More data at high speed will 

help the application to perform efficiently and 

effectively. The same can be realized by more sensor 

sampling and this will lead to large volume of raw data 

from sensors. Consequently, the sensor data requires 

more energy for transmitting and huge memory for 

storage. That is the battery supplying energy to the 

sensor for acquiring data at remote location will 

discharge at a high rate for transmitting all the sampled 

data to the monitoring station. As per Kimura and 

Latifi [5] each remote sensor consumes 80% of battery 

capacity for data transmission. The results presented by 

Barr and Asanovic [6] provides the evidence that the 

energy consumed by the network for sending a single 

bit of information is almost same as the energy 

required by the processor for performing thousands of 

operations. Also more energy consumption lead to 

more heating of sensor nodes and thus reduce the life 

of battery. Thus it becomes a big challenge to operate, 

maintain and manage the data acquisition and storage 

systems in application scenarios.  

Among several approaches adopted to optimize 

energy requirements and improve the life of sensor, 

battery replacement, sample rate reduction and data 

compression [7] are most adopted in the practical 

scenario. In practical and physical situations battery 

replacement will be expensive and impossible. It is 

practically impossible to change batteries in sensor 

nodes for many applications because they are mostly 

used in harsh and unreachable environments. Thus the 

existence of sensor nodes depends strongly on battery 

lifetime. So to increase the network lifespan of WSN, 

the energy consumption of each sensor node sub unit 

has to be cautiously handled.  

Reduction of sampling rate can moderate the data 

volume and memory requirements but will lead to loss 

of required information. Lower sampling rate can 

shrink the data volume for transmitting and storing, but 

the reduced data often loose informative details of the 

monitored system. A higher sampling rate will always 

be preferred to achieve quality data for better system 

performance and will be also helpful in arriving 

decisions.  

On the other hand, data compression proves to be 

the more promising technique that provides good data 

quality, best of system performance and considerably 

reduces the energy consumption of WSNs. In literature 

many algorithms and techniques have been presented 
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and their capability to compress the time series data is 

proven and established. However many of them are 

derived and tested for compression of single variate 

sensor data, for example temperature, humidity, etc. In 

addition WSNs are implemented to acquire multi-

dimensional data such as to measure acceleration and 

strain during seismic in three axis (x, y and z), radiated 

emission data from an electronic equipment during 

EMI test, signals sensed by magnetometer to identify 

magnetic field’s direction and the EEG 

(Electroencephalography) signals providing details 

about the behaviour of heart or brain. In spite of vast 

applications of multivariate signals only few literature 

works are available addressing the issues in systems 

used to acquire, analyse and store multivariate signals. 

Organization of the Paper 

The organization of this paper is as follows: In 

Section 2, a brief about the related work is given. The 

prediction algorithm, univariate and multivariate lasso 

compression algorithm and the methodology of 

implementation is proposed in Section 3. Section 4 

briefs the various evaluation parameters used for 

assessing the performance of the proposed algorithm. 

In section 5 the description of real world publicly 

available data sets is given and the results of the 

proposed algorithm are compared with several 

compression algorithms available in literature. Finally, 

section 6 briefs few concluding remarks. 

2 Related Work 

A wireless sensor network (WSN) is a network 

composed of sensor nodes communicating among 

themselves and deployed in large scale (from tens to 

thousands) for applications such as environmental, 

habitat and structural monitoring, disaster management, 

equipment diagnostic, alarm detection and target 

classification [8]. 

A simple routing protocol algorithm was proposed 

by [9]. The sender sensor can transmit the information 

by sending joining request to the intermediate nodes, 

which has the stability to pass the information. By this 

algorithm one can find the optimal route to transfer the 

information to the destination node.  

The paper proposed by [10] gives stability equation 

to find the stable sensor nodes near sender nodes. Due 

to this we can increase the life time of the sensor nodes, 

save the energy on sensors for transmitting. However, 

the maximum energy used by sensor node is in sensing 

and transmitting the large amount of information 

sensed. 

The Energy consumption on the WSN network can 

be reduced by employing the sensors by calculation 

region of coverage or Region of interest [11]. The 

Region of coverage is the region which comes under 

the sensing unit of each sensor.  

A triangular scheme algorithm has been developed 

by [10] for employing every sensors out of the 

coverage areas of their neighbor sensor nodes. The 

triangular scheme helps in finding the coverage areas 

without leaving holes between the sensor nodes. This 

also reduces travelling distance of the sensor nodes. It 

may increase the utilization of sensing area but not 

effective collection of information. 

The main ways to reduce energy consumption is 

prediction and compression [12-13]. The prediction is 

the important topic in machine learning that the 

machine can forecast the data with its previous 

observed data. This plays a crucial role in energy 

conservation, source deficiency etc. 

In paper [14] the compression has been done with 

PPM (prediction by partial matching) combine with 

Context Tree weighting for FSMX sources. These 

compression algorithms can be only suitable for source 

of binary data. Computational cost is high for this 

method and it is very difficult to implement this work. 

This method can give high efficiency in text 

compression. 

There are many prediction based compression 

algorithms which uses DBN, ARIMA, Universal 

algorithms [15-17] for time series analysis. Most of the 

prediction based compression process is there for 

univariate data. The univariate data are the data that 

differs in one dimension with change in time series [8]. 

Multivariate data is that each data will have more than 

one value for each time instances. It differs in more 

than one dimension.  

In this paper an efficient algorithm is proposed 

which performs prediction and compression on 

univariate and multivariate time series data. The 

prediction algorithm is included before compression to 

reduce the energy ingestion by sensor nodes, which 

gives better results in compression than the previous 

works. The experimental results of proposed system 

performed significantly better when tested with smooth 

multivariate data sets. This makes the system most 

suitable in applications such as behavior monitoring. 

3 Proposed System 

3.1 Prediction Algorithm  

Prediction algorithm has made to adopt for time 

series analysis. It can be done with the previous dataset 

collected through the sensor nodes. With the past 

values, the future values can be forecasted and also the 

thousands of dataset values can be shrunk to hundreds 

before transmission. In receiving end the original set of 

values can be retrieved by using same prediction 

algorithm. Data prediction plays a crucial role in 

forecasting data with past values which reduce the 

usage of sensor nodes in sensing information and also 

reduces power consumption of nodes.  

Since the values will change with the varying time, 
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the first process in algorithm is to draw the time series 

plot to know the nature of dataset values taken for 

prediction. Then the data series are differenced to make 

it stationary. The stationary series is time invariant and 

its mean, variance and auto-covariance are constant so 

that dataset values can be estimated well. 

The above Figure 1(a), Figure 1(b) and Figure 1(c) 

show the time series plot of different quantities. The 

difference in the consecutive observations in the 

original series can be written as 

 
1

~

t t t
Y Y Y

−

′=  (1) 

 

  

(a) Monthly electricity production  (b) Monthly beer production  (c) White noise plot of Dow jones 

stock market index 

Figure 1.  

Let y denotes the th
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the set of past values 
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The series is differenced with the lag of 1. If the 

series is not stationarized with first order differencing, 

then second and third order differencing can be done to 

make it stationary. 

The stationarized values show the random walk 

model with T-1 difference series. Then the 

autocorrelation function (ACF) and partial autocorrelation 

function (PACF) can be calculated to find the order ‘p’ 

of auto regressive process and ‘q’ of moving average 

process.  

The mean of the time series , , ,
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Auto-covariance function at lag k, for k≥ 0 
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Auto-correlation function at lag k for k>0 
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Partial Autocorrelation function measures the degree 

of association between the variable (Y) to be predicted 

and the other time variable (
1 2 3
, , ,X X X… ), which is 

used in predicting the Y.  

1 2 3 4

2 3 4 1 2 3 4

cov( , | , , )

var( , , , ) var( , , , )

Y X X X X
PACF

Y X X X X X X X

=

⋅

 (5) 

PACF will identify the order ‘p’ of Auto regressive 

term and ACF will identify the order ‘q’ of Moving 

Average term. After finding the p and q, the value can 

be predicted by using the general predicting equation 

given below 

2 2

1 2 1 2

ˆ 1
p q

t p p
Y B B B B B Bϕ ϕ ϕ θ θ θ= + + + + − − + +� �  (6)  

 ( ) ( )
t t
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B: Lag operator 

( 1, 2, , )
i
i pϕ = …  are autoregressive parameters 

( 1, 2, , )
i
i qϕ = …  are moving average parameters 

2~ (0, )
t

ε σ  is the error term that follows a normal 

distribution. 

3.2 Compression Algorithm 

After predicting the values with prediction algorithm, 

the data is checked whether it is univariate or 

multivariate data. The compression algorithm for both 

univariate and multivariate data are discussed in this 

section. 

3.2.1 Univariate Data 

The univariate data varies in one dimension with 

respect to the time changes. The examples of the 

univariate are seismic data of volcanoes, price of the 

chemical product changing over, relative humidity, 

temperature, and blood pressure.  

Let the observed one dimensional reading be 

1 2
( , , , )

M
X X X X= …  and the corresponding time 

instances were 
1 2

( )
M

t t t≤ ≤ ≤� . It can be seen that 

the values measured by y will be varying during every 

time instant in a given time interval t, every values of 
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X captured by the sensor in the time interval t should 

be acquired for monitoring and stored for further 

studies, analysis, modelling and development. On the 

other hand, it can be for a sequence of instances, the 

change in values of X can be of less significance. 

In some cases, the noted reading has same values 

with slightest perturbations with change in the time 

period such as 
1a a b

X x X
+

= =�  and the a b< . This 

data can be stored in the database by 

1
( , , , )

a a b
X X X

+
= � �  with corresponding time 

instances 
1

( , , , )
a b

t t t
+

= � � . On finding the time range 

( , )
a b
t t  of unchanged values, the storage space to hold 

these readings can be reduced by | |a b−  and its 

corresponding time instances. These values are not 

exactly constant but with slightest perturbation in the 

time range ( , ).
a b
t t  To remove these minor 

perturbations, we provide leveling approximation to 

minimize the difference in the slightest perturbations 
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The first part of the equation 2

1

1
( )

2

M

m m

m

X Y

=

−∑  is to 

reduce the difference between noted reading x and 

approximation y. The degree of regularization γ  is a 

constant to trade-off the scale between the 

approximated and actual value which can control the 

levelness of the approximation. The higher values of γ  

gives rise to better approximation and higher 

compression ratio. 

3.2.2 Multivariate Data 

Multivariate data comprises of data extending in one 

or two dimensions for example movement of our hands 

that gives us corresponding movement data in X, Y, Z 

directions like acceleration. Torque and Magnetic field 

orientation. More than one dimension data will come 

under the multivariate data.  

Now the algorithm can be extended to compress 

univariate data to be suitable for multivariate data. The 

observed multivariate time series be DXM
X R∈  and the 

corresponding time instances with 
1 2

( )
M

t t t≤ ≤ ≤� . D 

corresponds to the dimensions of each multivariate 

datasets. There will D readings at each time instances. 

Then we can write the time series as 

* 1 2
, , ,

d d d dM
X X X X= �  is the d-throw in the matrix X. 

We will get D readings 
1 2
, , ,

m m dm
X X X�  at the m-th 

time instance 
m
t . 

The straight forward formulation to make the 

univariate algorithm to fit for the multivariate signals is 

as below:  
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Therefore it follows that 
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The above expression will be used in compressing 

the multivariate data by reducing perturbations along 

with piecewise linear constant. However the above 

expression may fail to compress the Y optimally. To 

provide the optimal solution it is better to provide the 

projection of multivariate data by introducing the 

objective function. 
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By mininmizing the function J(Y, V) with an 

optimum V, the energy efficiency of original 

multivariate can be realized where V is an orthogonal 

matrix such that T
V V I=  and I  is an identity matrix. 

3.3 Algorithm of the Proposed System 

The algorithm of the proposed system is given in 

Table 1. 

4 Performance Assessment Measures 

4.1 Compression Ratio (CR)  

The compression ratio is described as the ratio 

between size of the compressed signal Y to the size of 

the actual uncompressed signal from sensor X. 

 
( )

100 (1 )
( )

compressed size Y
CR

Uncommpressed size X
= × −  (14) 

4.2 Energy Consumption (EC) 

The total energy consumed by a sensor node is 

contributed by the energy utilized for data compression 

and the energy required for transmitting the data. The 

energy requirements for data compression is mainly 

dependent on the energy required for one cycle (
opt

E )  
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Table 1. Algorithm of the proposed system 

Algorithm 

A. Prediction 

1. Take the previous dataset of the values to be predicted 

2. Draw the time series plot for the given data 

(a) Use difference equation 
1

~

t t t
Y Y Y

−

′=  to make the time series plot stationary 

(b) Find the ACF and PACF to find order of Autoregressive and moving average process ‘p’ and ‘q’. 

(c) Predict the data using general equation 
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B. Compression 

1. If( data= univariate) 

 Compress data using leveling equation 
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2. Else(data = multivariate) 

 Compress data using equation 
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 To optimally compress the multivariate data, minimize the function  
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C. Transmit the compressed data 

 

and number of CPU cycles ( )M required for compression 

and the requirements by its peripherals are considered 

negligible. Energy required for transmission and 

receiving the data depends on the energy consumed by 

equipment to transmit a bit of data (
bit

E ) and the 

number of bits ( N ). The metric for estimating the 

energy consumption is as follows: 

 total opt bitE M E N E= × + ×  (15)  

4.3 Approximation Mean Error (AE) 

The approximation error for each compression 

algorithm is computed using the following equation: 

 21
|| ||

F
AE XV Y

N
= −  (16) 

Where X and Y represent the actual multivariate 

data and its compressed form. The transformation 

matrix V= I is the identity matrix for univariate 

algorithms. For multivariate data compression, 

Equation 13 gives the choice of V. 

5 Experimental Results and Discussion 

The performance of algorithms on both multivariate 

and univariate datasets are illustrated and discussed in 

this section. The proposed algorithms are simulated on 

the platform MATLAB 8.2- R2013a and its output 

comparison graphs and tabulations are shown under 

this section. 

5.1 Experimental Data  

Sensor Scope in collaboration with HES-SO and 

Clim-Arbes project a small sensor network is deployed 

during summer on the border of Le Boiron De Morges. 

The dataset consists of univariate data providing the 

readings of temperature and humidity. It is found the 

range of the value in humidity is comparatively larger 

than temperature. It is also noticed that the data is 

smooth without any sharp variations. These two 

datasets are taken at the sampling interval of 2 minutes. 

One more univariate data set is obtained by single 

Microphone, deploying sensor nodes at Strata Clara 

convention center1. The data collected can be 

considered as discontinuous or non-smooth since it has 

a lot of noises and surges. This data is taken at the 

sampling interval 4 to 9 seconds. 

Besides, first multivariate dataset is obtained from 

the UCI machine learning [8] database collected by 

MHealth (mobile health) program. These data based on 

multi-modal sensing on different parts of a body 

comprises of human behavior analysis. The data 

records comprises of body motion and vital signs of 

physical activities like running, standing and bending 

etc. The action experienced by different body parts like 

acceleration, rate of return and magnetic field 

orientation were recorded by placing the sensor on the 

volunteer’s chest, left ankle and right wrist. The data 

taken from MHealth program are two lead ECG, Three 
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axis acceleration data of right wrist and left ankle and 

three axis magnet data. These three multivariate data 

were taken at the sampling interval of 0.02 seconds. 

The first multivariate dataset were taken on one 

complete full day. 

The second multivariate data set contains the three 

axis acceleration readings of vehicles and is published 

by CRAWDAD. The data set is collected by the 

motion of different vehicles using the mobile phone of 

its drivers.  

The third multivariate data set contains the signals 

generated using three dimensional accelerator and used 

to monitor the behaviour of cow. The data is used to 

detect whether the cows are in the estrus. This data is 

taken at the sampling interval of 0.1 second for 24 days 

continuously. These past data values are taken to the 

prediction and then for compression. The data sets used 

for analyzing performance of algorithms are presented 

in Table 2. 

 

Table 2. Dataset used for analysis 

S.No Univariate Multivariate 

1 Temperature ECG (2 axis) 

2 Relative Humidity 
3 axis acceleration of Right 

Wrist 

3 Microphone Data 
3 axis Acceleration of Left 

Ankle  

4 - 3 axis Magnet Data 

5 - 
3 axis acceleration data of 

motion of vehicle 

6 - 
3 axis accelerator reading in  

detecting cow’s estrus behavior 

 

5.2 Compression Performance  

5.2.1 Univariate Data Sets 

The performance metrics such as compression ratio, 

approximation mean error of proposed prediction 

based compression algorithm on univariate data set 

was compared with standard algorithms and are 

presented in Table 3 and plotted in graphs (Figure 2 to 

Figure 4). 

Table 3. Performance comparison table for univariate dataset 

Approximation Mean Error Compression Ratio(%) 
Methods 

Temperature 
Relative 

Humidity 
Microphone data Temperature 

Relative 

Humidity 
Microphone data 

ULasso 2.4 4.1 6.35 99 94 97 

LTC 1.2 2.7 4.4 99 98 96 

PLAMLIS 0.8 2.2 4.4 98 93 92 

Proposed 1.0 2.5 4.35 99 98 97 

 

Figure 2. Compression ratio vs. approximation mean error for univariate data temperature 

 

Figure 3. Compression ratio vs. approximation mean error for univariate data relative humidity 
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Figure 4. Compression ratio vs. approximation mean error for univariate microphone data 

From the graphs it is inferred that, Approximation 

Error increase from lower to higher as the compression 

ratio increases. The proposed algorithm can produce 

less errors than standard algorithms for univariate data 

and it is shown that the efficiency of proposed 

algorithm is better. 

5.1.2 Multivariate Data Sets 

To compress multivariate data sets using algorithms 

like LTC and PLAMlis, first the multi-dimensional 

sensor signals are need to be divided into several 

univariate signals and each signal is compressed 

separately. The proposed algorithm operates 

considering the multivariate data completely as a 

whole and finds the next points in a multidimensional 

sequence.  

The performance comparison of the proposed 

algorithm with conventional algorithms for 

multivariate data are plotted in graphs (Figure 5 to 

Figure 10). It is inferred that the Approximation Error 

of LTC and PLAMlis increases sharply with 

compression ratio, whereas for proposed algorithm, the 

Approximation Error is kept almost smooth and 

increasing slightly with respect to compression ratio. 

Moreover it can be seen that prediction algorithm 

compresses the signal with less Approximation Error. 

From the experimental results it shall be concluded that 

proposed algorithm is more suitable and produce better 

compression performance compared to conventional 

algorithms when implemented on smooth multivariate 

data signals and it performs as par to other algorithms 

on implantation to compress non-smooth multivariate 

data signals. The reason for better performance of 

proposed algorithm for multivariate signal is that it 

compresses the multivariate data as a whole. While 

LTC and PLAMlis that can produce better results on 

individual smooth data signals but the when 

synthesized will bring more error accounts in higher 

Average mean error. 

 

Figure 5. Compression ratio vs. approximation mean error for multivariate ECG data 

 

Figure 6. Compression ratio vs. approximation mean error for multivariate 3 axis data of right wrist 
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Figure 7. Compression ratio vs. approximation mean error for multivariate 3 axis data of left ankle 

 

Figure 8. Compression ratio vs. approximation mean error for multivariate 3 axis magnet data 

 

Figure 9. Compression ratio vs. approximation mean error for multivariate 3-axis accelaration readings of motion 

of vehicle 

 

Figure 10. Compression ratio vs. approximation mean error for multivariate 3-axis accelarator reading on cow’s 

estrus behaviour 
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It can be seen in the Table 4 and Table 5, the 

compression ratio of some conventional methods were 

higher than prediction based compression method. But 

they have higher mean error with higher compression 

ratio that could lead to the risk of losing important 

information in the data. Because of this reason, the 

proposed gives reasonable reduced error value with 

efficient compression ratio and better energy saving. 

Table 4. Approximation mean error table of Multivariate datasets 

Approximation Mean Error 
Methods 

ECG 
Acceleration  

(Right Wrist) 

Acceleration 

(Right Ankle) 
Magnet Data 

Acceleration 

(motion of vehicle) 

Accelaration 

(cow Estrus Behaviour) 

MLasso 0.18 1.38 0.8 3.466 0.83 1.281 

LTC 0.3 2.45 3.25 8.00 1.748 3.67 

pLAMLIS 0.44 3.6 4.28 5.568 1.22 5.50 

Proposed 0.15 1.25 0.72 3.272 0.80 1.182 

Table 5. Compression ratio table of multivariate datasets5.3. energy consumption 

Compression Ratio(%) 
Methods 

ECG 
Acceleration  

(Right Wrist) 

Acceleration 

(Right Ankle) 
Magnet Data 

Acceleration 

(motion of vehicle) 

Accelaration 

(cow Estrus Behaviour) 

MLasso 87 82 64 52 92 84 

LTC 82 85 79 60 97 92 

pLAMLIS 92 92 84 36 93 91 

Proposed 88 83 66 53 93 85 

 

The main intention of compressing a signal is to 

save the computational time and energy saving. But to 

implement an algorithm to compress a signal, the 

system could consume some energy. It should be less 

than the energy saved by compressing the signal.  

Energy consumed by conventional algorithm and 

proposed calculated by using the equation (15). With 

the calculated values, the graph (Figure 11 to Figure 12) 

was drawn to show the proposed work’s efficiency. 

The most of the energy is consumed on transmitting 

and sensing. Obsolete work consumes energy both on 

transmitting and sensing but our proposed work 

consumes only on transmitting. The computation 

energy by CPU may be higher for proposed one but it 

is negligible when considering energy consumed 

during sensing. 

 

Figure 11. Energy consumption vs. approximation mean error for multivariate ECG data 

 

Figure 12. Energy consumption vs. approximation mean error for multivariate 3-axis accelarator reading on cow’s 

estrus behaviour 
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The major disadvantage in LTC, PLAMLIS is that 

they change the multivariate data in to univariate data 

and then it will do the compression. Mlasso based 

algorithm operates considering the multivariate data 

completely as a whole and finds the next points in a 

multidimensional sequence which needs high 

computational time depending on size of the data scale 

[14] This may lead to additional need of memory space 

and high energy consumption. This disadvantage can 

be mitigated in our proposed work by forecasting 

values. Due to the inclusion of prediction algorithm, 

there is reduction in the energy consumption by sensor 

nodes. The proposed work saves 15% energy on ECG 

data prediction and compression. In Multivariate 3-axis 

accelerator reading on cow’s estrus behavior data 

prediction based compression work saves 20% of 

energy. The prediction algorithm is also efficient in 

handling instabilities in the signals time series plot. 

6 Conclusion 

This paper proposes an efficient prediction and 

compression algorithm suitable for univariate and 

multivariate time series data as well. Instead of using 

computationally expensive transformations on raw data 

or introducing strong assumptions on data statistical 

models, the proposed prediction based compression 

algorithm forecast the future data for both stable and 

unstable data. So the proposed work gives lesser error 

than other works even though the datasets are differ in 

their statistical behavior. The performance of proposed 

algorithm is compared with conventional algorithms 

for three datasets of univariate and six datasets of 

multivariate category. As a result of comparison, the 

proposed algorithm gives highly and accurately 

forecasted data, maximum compression ratio up to 

99% with less approximation mean error of 4.25 and 

reduced energy consumption by sensor nodes. 
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