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Abstract 

Nowadays, deep learning is very popular and has 

excellent application performance in various fields. 

Specifically, in predicting disease outbreaks. It is possible 

to quickly and accurately predict disease outbreaks, lead 

to a significant research project in the medical field. 

However, there is a lack of technological development 

particularly in real-time monitoring of influenza-like 

illness (ILI). Moreover, there are still not sufficient ILI 

prediction models and results, while the incidence of ILI 

itself is high. In this paper, we propose an analysis and 

prediction of ILI outbreaks. In this case, deep learning 

analysis is applied to predict the ILI outbreaks to provide 

relevant information for relevant areas. The LSTM model 

is implemented to obtain information on AQI and ILI 

incident by using government open source data, research, 

and analysis of ILI and air quality indicators AQI. The 

visualization model using Highchart’s with Django 

framework to present regional air quality and predicts 

whether influenza in the area will be outbreaks or not. 

Keywords: Deep learning, Influenza-like illness, AQI, 

LSTM 

1 Introduction 

Influenza-like illness (ILI) is a medical diagnosis of 

possible influenza illnesses. It refers to an acute 

respiratory infection, caused most commonly by 

influenza viruses but also by other pathogens, such as 

parainfluenza viruses, adenoviruses, etc. All these 

kinds of pathogens cause having a common clinical 

manifestation. According to WHO surveillance case 

definitions, ILI is defined as an acute respiratory 

infection with measured fever ≥38℃ and cough, with 

onset within the last ten days; and severe acute 

respiratory infection (SARI) is defined as ILI that 

requires hospitalization [11-13]. 

The most common clinical manifestations of 

influenza are fever and cough, which often begins with 

an abrupt onset after an incubation period of 1 to 2 

days. Besides, headache, malaise, or myalgia are the 

most troublesome symptoms, and the severity is related 

to the height of the fever. The systemic symptoms 

usually persist for three days, the typical duration of 

fever. Most of the impact of influenza is on 

compromising activities of daily living because of the 

symptoms, even in young, healthy individuals. It has 

been estimated that a typical case of influenza, on 

average, is associated with 5 to 6 days of restricted 

activity, 3 to 4 days of bed disability, and about three 

days lost from work or school. Direct medical costs of 

illness account for only about 20% of the total 

expenses of a case of influenza, with a significant 

proportion (30% to 50%) of the economic impact due 

to loss of productivity. Influenza-associated with 

decreased job performance in working adults and 

reduced levels of independent functioning in elderly 

[14-16]. 

The contributions of environmental factors to 

influenza epidemics have been observed in a different 

setting. In temperate climates in either hemisphere, 

epidemics occur almost exclusively in the winter 

(November to April in the Northern Hemisphere and 

May to September in the Southern Hemisphere). 

Seasonal periodicity is also observed in tropical 

climates, with increased activity during periods of low 

absolute humidity, although influenza can occur 

throughout the year and seasonal fluctuations are not as 

marked. The reasons for these seasonal changes are not 

entirely clear but might be the result of more favorable 

environmental conditions for virus survival. Seasonality 

may also be associated with behavioral changes that 
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may increase transmissions, such as indoor crowding 

or school attendance. However, many potential 

environmental factors remain unidentified [20-22]. 

The relation of air pollutants and influenza activity 

have long suspected but difficult to confirm previously. 

The effects of air pollutants and influenza viruses on 

disease pathogenesis could potentially interact 

synergistically because both of them affect the 

respiratory system, from the nasal cavity and 

nasopharynx to the central airways and alveoli, and 

also through systemic effects on the cardiovascular 

system. The transmission of influenza viruses is 

believed to rely on short-distance dispersion of droplets. 

However, there is speculation that ambient air 

pollutants, especially particulate matter ≤ ten μm in 

aerodynamic diameter, might facilitate the spread of 

influenza viruses by providing condensation nuclei for 

the virus droplets. Air pollution is believed to be 

critical to long-range transmission of influenza viruses 

[29-30]. Recently, epidemiologic studies showed the 

impacts of different air pollutants on the influenza 

activity in different cities worldwide. Fine particles, O3, 

NO2, are most frequently reported drivers of influenza 

in these studies. However, all the studies suffer from 

retrospective, report biases, and small geographic 

scales [23-25]. 

In this paper, we propose an analysis and prediction 

of ILI outbreaks. In this case, deep learning analysis is 

applied to predict the ILI outbreaks to provide relevant 

information for relevant areas. The contribution of this 

paper are listed as follows: 

(1) The LSTM model is implemented to obtain 

information on AQI and ILI incident by using 

government open source data, research, and analysis of 

ILI and air quality indicators AQI. 

(2) The visualization model using Highchart’s with 

Django framework to present regional air quality and 

predicts whether influenza in the area will be outbreaks 

or not. 

2 Background Review and Related Works 

In this section, we review the visualization, 

prediction, and evaluation used in our system. 

2.1 Visualization 

We used Django [7] that is an open source web 

application framework written in Python. Compared to 

other languages’ Model-View-Controller (MVC) 

architecture, Django uses MVT’s software design 

pattern to separate the program from the interface 

design to improve development efficiency. The 

framework is named after the Gypsy jazz guitarist 

Django Reinhardt in Belgium, in the hope that the 

website development will be as elegant as jazz. Django 

can (and has been) used to build almost any type of 

website—from content management systems and wikis 

to social networks and news sites. It works with any 

client framework and can provide content in almost 

any format including HTML, RSS, JSON, XML, etc. 

The website you are reading is based on Django. 

Internally, although it provides choices for almost all 

of the features that may be needed, such as several 

popular repositories, stencil engines, etc., it can be 

extended to use other components if needed. 

Django has the following features: 

Free open source code 

‧ Focus on rapid development, high efficiency 

‧ Compliance with DRY (Don’t Repeat Yourself) 

code, dedicated to easy to understand and elegant 

code 

‧ Built-in distribution system that allows components 

in the application to be pre-defined the signals 

communication with each other. 

‧ A system for extending the capabilities of a 

functional template engine. 

2.2 LSTM Networks 

We used deep learning algorithm Long Short-Term 

Memory (LSTM), a time recurrent neural network 

(RNN) [1-3]. LSTM solves the problem of gradient 

vanishing. The difference between LSTM and RNN is 

that it has more gates. Its function is for information. 

For the purpose of filtering, the filtering is based on x(t) 

and h(t-1), and the output of gate is 0 to 1. In LSTM 

[5], the network constructs three gate control 

information flows, which are input gates i_t: how much 

information can flow into memory cell c(t), forgetting 

gate f(t): last time memory cell c (the information in t) 

can be accumulated into the current memory cell c(t), 

and the output gate o(t): how much of the current cell’s 

memory cell (t) can flow into the current hidden state 

h(t). 

At the bottom of Figure 1, there are four function 

units. The leftmost function is the input of the block. 

The third one is determined by the gate to determine 

whether the input value can be passed to the leftmost 

block. The second one on the left is the input valve. If 

the output value here is similar to Zero, the valve will 

be closed and will not enter the next layer. The third 

one on the left is the forgetting valve. If the output 

value here is close to zero, the value remembered in the 

block will be deleted. The fourth, the rightmost input, 

is the output valve. It can determine whether the input 

in the block memory can be output. 

 

Figure 1. LSTM model 
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LSTM [6] only solves the gradient disappearance 

problem and does not solve the gradient explosion 

problem. Therefore, we must do some operations on 

the gradient during the training to prevent the gradient 

explosion problem. That is, the monitor gradient is 

greater or smaller than a threshold every update. The 

value is forced to give a fixed value. In the 

implementation of tensorflow, we can use 

tf.clip_by_value or tf.clip_by_norm to solve the 

gradient explosion problem.  

2.3 Evaluation 

To evaluate about how well our LSTM model can 

forecast, we used Mean Absolute Percent Error 

(MAPE). The MAPE values of the training set, the test 

set and the verification set are respectively tested as the 

criteria to rate the model. The average of the MAPE is 

formulated as follows. Table 1 describes the MAPE 

percentage accuracy status. 
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Table 1. MAPE assessment  

MAPE value Accuracy of Forecast 
Less than 10% Highly Accurate Forecast 

11% to 20% Good Forecast 

21% to 50% Reasonable Forecast 

More than 51% Inaccurate Forecast 

 

2.4 Related Works 

Pulmonary complications are more frequent in 

elderly than in any other age groups. Morbidity and 

mortality are very high in individuals with certain 

high-risk underlying medical conditions, including 

adults and children with cardiovascular or pulmonary 

diseases such as asthma, or those requiring regular 

medical care because of chronic metabolic disease, 

renal dysfunction, hemoglobinopathies, or 

immunodeficiency and in those with neurologic 

conditions that compromise handling respiratory 

secretions. 

In addition to the mortality resulting in part from the 

pulmonary complications, another unique feature of 

influenza is the epidemic nature of the disease. The 

influenza virus has been causing recurrent epidemics of 

the febrile respiratory disease every 1 to 3 years for at 

least the past 400 years and usually occurs in outbreaks 

of varying severity almost every winter in temperate 

climates and year-round in tropical climates [17-19]. 

A real-time monitoring and prediction system is 

crucial to the successful control of an influenza 

epidemic [10]. Existing methods mostly rely on 

expensive surveys of health care facilities, typically 

with lag times of days to weeks for influenza reporting. 

In light of the highly contagious nature and rapid 

transmission speed of influenza, the delay makes any 

meaningful control measures impossible [31-32]. The 

preliminary data from air pollutants and influenza 

epidemiologic studies shed light on the potential for 

the application of early warning system. In the project, 

we aim to develop a machine-learning model to 

unravel and predict the hidden dynamics of influenza 

using real-time air quality index (AQI) data [26-28]. 

3 System Design and Implementation 

In this section, we introduce the system design 

architecture and implementation of the Real-time 

Monitoring and Prediction System of PM2.5 and 

Influenza-Like Illness. 

3.1 System Architecture 

In this work, we use python to automatically capture 

information from the Department of Health and 

Welfare’s Disease Control Agency website and store it 

in the MySQL database. After store the data then we 

conduct the data analysis using deep learning through 

TensorFlow and Keras. Return to MySQL. The website 

part uses django as the web server, the webpage 

beautifies the bootstrap [9] template, and then uses 

Django’s built-in syntax to get the data from the 

database and display the graphed data through 

Highcharts [8]. Figure 2 shows the system architecture. 

 

Figure 2. System architecture 

3.2 Dataset 

At present, the Department of Health and Welfare’s 

Disease Control Bureau uses for outpatient flu visits 

machine learning algorithms, such as: ARIMA, RF, 

SVR, XGB, and Ensemble. In our experiments, we will 

use the deep learning LSTM algorithm to the data of 

flu-attendances. In this case, we will provide another 

model option to the experts, physicians, and the 

general public. Table 2 describes The Department of 

Health and Welfare’s Disease Control Agency model 

selection comparison. 

3.3 LSTM System Flow  

LSTM uses “cell station” to enhance current 

decisions as describe in Figure 4, using three control 

valves (Gate). LSTM determine the storage and use of: 

(1) Memory Add a memory branch. When the time 

is updated, the current memory is by the C_t 

represented symbol, and the Forget Gate and Input 
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Gate are used to  

Table 2. The department of health and welfare’s 

disease control agency model selection 

Machine 

Learning 

Algorithms 

Week 37 

09/09 to 

09/15 

Week 38 

09/16 to 

09/22 

Week 39 

09/23 to 

09/29 

Week 40 

09/30 to 

10/06 

Ensemble 44,121 44,506 43,081 44,26 

ARIMA 44,02 44,142 42,717 44,357 

RF 45,753 47,295 47,401 48,529 

SVR 45,109 45,751 45,4 47,471 

XGB 44,249 43,687 41,386 43,352 

 

determine whether to update the memory. 

(2) Forget Gate (by f_t indicated), if the current 

value is a new value or a word with the opposite value, 

then the previous value will be filtered by this valve, 

otherwise it may be retained in the cell. 

(3) Inlet valve (Input Gate, as i_t determines the 

current input (Input) and the newly generated Memory 

Cell Candidate whether to join the long-term, this 

valve is Sigmoid function, the value is converted to 0 

or 1. 

(4) Output Gate: Determines whether the current 

value is added to the output. This valve is also a 

Sigmoid function that converts the value to 0 or 1. 

Finally, for long-term memory to be added to the 

output, usually using the tanh function, the value will 

fall between [-1, 1], and -1 means to remove long-term 

memory. Combining three valves, the final formula is 

as follows: 

 ( ),
t xi hi t i i
i w w h bσ

−

= + +  

 ( ),t xf xt hf t i ff w w h bσ
−

= + +  

 ( ),
t xo xt ho t i o
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−
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t t t t t c t c t c
c f c i W x U h bσ

− −

= + + +� �  
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We used LSTM parameter system selection as 

follows: 

(1) Hyperparameter Look_back: 14 

(2) Batch_size: 32 

(3) Loss Function: mean squared error 

(4) Optimizer: adam 

4 Experimental Results 

In this section, we demonstrate our experimental 

results in three categories: Visualization, Prediction 

and Evaluation experimental results. 

4.1 Visualization  

Our project used historical AQI data plus seasonal, 

wind direction and weather factors to predict the 

incidence of influenza at the same time, and integrated 

the prediction results to the general public, hospital 

physicians and the Department of Health to prevent the 

spread of disease. 

More detailed of AQI and ILI reports make it easier 

for physicians to see the correlation between ILI and 

air quality. Also, we use artificial intelligence to 

predict the class. In the flu outbreak season, the results 

of the professional analysis will be combined with the 

above statements to provide the doctors with a view to 

prevent the ILI epidemic. 

We used Highchart to visualize the graph of air 

quality and ILI data as shown in Figure 3 in weeks’ 

interval. 

 

Figure 3. Graph visualization of ILI 

Combined with Google Maps, AQI forecasts from 

all regions of Taiwan are instantly displayed on the 

webpage, making it easy for people who need to travel 

to easily check the air quality of the foreign counties 

and decide whether to travel to the area as shown in 

Figure 4.  

 

Figure 4. AQI status on the map 

The two dash lines describe the average of ILI and 

AQI value. The red dash line shows that the average of 

ILI case is 11.45. The blue dash line shows the average 

of AQI value is 61.37. 

According to the region, the AQI is calculated based 

on National AQI index value, as shown in Figure 5. 

The map depicts Taiwan regions with AQI level value 

in each areas distinguished by color. Green is good, 

with the AQI index between 0-50. Yellow is Moderate, 

with the AQI value is 5-100. Orange is Unhealthy for 

Sensitive Groups, with the AQI value is 101-150. Light 
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Red is Unhealthy, with the AQI value is 151-200. 

Purple is Very Unhealthy, with the AQI value is 201-

300. Dark Red is Hazardous, with the AQI value up to 

301. 

 

Figure 5. Geographical division details (Central 

District) 

In addition, historical information such as 

temperature and humidity is added for rough 

evaluation, as shown in Figure 6. 

 

Figure 6. AQI, temperature and humidity historical 

data (Xitun station) 

Our system visualization also uses the influenza 

outbreak calculation method based on the World 

Health Organization (WHO). The calculation examines 

whether the flu-like disease control status is still in a 

safe state, as shown in Figure 7. 

 

Figure 7. Influenza outbreak line chart in 2017 

 

In this system, we recorded the historical values of 

ILI and Air Quality Index (AQI) regions, and displayed 

them in weekly time intervals. In the Figure 8, the bar 

chart is used to show the change of ILI weekly values. 

The change of the AQI value is represented by a line 

graph, which represents the continuous value. 

 

Figure 8. The line chart of ILI and AQI in weekly 

In order to more intuitively observe the relationship 

between PM2.5, influenza-like, pneumonia and 

enterovirus, we will use the weekly data to graphically 

present, in Figure 9, we can clearly see the weekly 4 

different data to facilitate correlation and change 

between observations. 

 

Figure 9. PM2.5 influenza, pneumonia, and 

enterovirus trend map 

4.2 Prediction 

We conducted 20 predictions as shown in Table 3 

for outpatient-emergency visits in the 36th week of 

2018, and recorded the predicted value of each visit 

and the number of actual visits to the 36 weeks of year 

2018. 

Table 4 presents the comparison of prediction in 

2018, in a three-week outpatient influenza-predicted. 

In this case, we compare LSTM model with the 

selected model by the Department of Health and 

Welfare. 
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Table 3. LSTM prediction in 36 weeks of year 2018 

36 weeks of year 2018 

Actual outpatient influenza visits: 44049 cases 

Number of 

experiment 

LSTM 

prediction 
The gap value 

1 43988 61 

2 43563 486 

3 43974 75 

4 43793 256 

5 42931 1118 

6 43519 530 

7 43229 820 

8 45420 1371 

9 43222 827 

10 43626 423 

11 44254 -205 

12 44295 -246 

13 43217 832 

14 43314 735 

15 42936 1113 

16 43099 950 

17 44186 -137 

18 43870 179 

19 44532 -483 

20 43804 245 

Table 4. Different model predictive values Outpatient 

influenza-like 

Model 38 weeks 39 weeks 40 weeks 

Ensemble 44506 43081 44260 

ARIMA 44142 42717 44357 

RF 47295 47401 48529 

SVR 45751 45400 47471 

XGB 43687 41386 43352 

LSTM 45909 47559 49348 

 

‧ Week 38 (09 / 16 - 09 / 22)  

‧ Week 39 (09 / 23 - 09 / 29) 

‧ Week 40 (09 / 30 - 10 / 06) 

We used historical AQI data plus seasonal, wind 

direction and weather factors to compare with the 

incidence of disease at the same time (especially the 

epidemic). Then, calculating the correlation between 

air quality and disease occurrence, and make the 

correlation between them. Make predictions about the 

disease and integrate the predictions to the general 

public, hospital physicians, and the Department of 

Health as described in Figure 10 to prevent the spread 

of the disease. The graph shows the prediction values 

of PM 2.5, NO2, PM10, O3, and CO within six hours 

ahead. The black line is NO2, the light blue line is PM 

2.5, the green line is PM10, the dark blue line is CO, 

and the orange line is O3 time series data. 

We builds a Linux-based Tensorflow deep learning 

development environment and uses the Keras 

development kit for experiments. Using the deep 

learning technique Recurrent Neural Network (RNN) 

[3-5] Long Short- Term Memory Model (LSTM) as a 

learning framework to find the interaction between ILI  

 

Figure 10. The prediction of AQI 

 

Figure 11. LSTM neural layer architecture diagram 

and PM2.5 to predict the future ILI value. Figure 11 

shows the detail of LSTM neural layer architecture 

diagram. 

In this experiment, the predicted number of target 

weeks is set to four weeks, and the time interval of four 

weeks is predicted in the experiment as shown in 

Figure 12. 

 

Figure 12. The schematic diagram of the entirely 

training and verification data 



The Implementation of a Real-time Monitoring and Prediction System of PM2.5 and Influenza-Like Illness Using Deep Learning 2243 

 

By using the above data to train the RNN-LSTM 

model, the project divides the raw data into three 

categories, namely the training set, the test set, and the 

verification set. The purpose is to use the training set 

and the verification set during training, and to verify 

the identity of the prediction module for new data after 

the training is completed, the verification set that does 

not enter the training process is used as the identity of 

the new data. This standard will be more credible than 

using a test set as a criterion for judgment. Figure 13 

shows the training set data and prediction results. 

 

Figure 13. Influenza patient visits graph from 2012 

week 1-2018 week 35 in all ages (the training and test 

result) 

We conduct the test and validation of prediction as 

shown in Figure 14 and Figure 15 in order to evaluate 

our MAPE value. 

 

Figure 14. Test set original data and prediction results 

 

Figure 15. Validation set original data and prediction 

results 

4.3 MAPE Evaluation 

In this section we evaluated the MAPE value 

predictions. We found the predicted MAPE is less than 

10%, and the fourth week MAPE value is only slightly 

above the threshold of 10% which means High 

Accuracy based on Table 1. Figure 16 describes the 

training set, test set, and verification set of the MAPE 

results. 

 

Figure 16. Training set, test set, and verification set 

MAPE results 

5 Conclusion and Future Works 

Our study provides the framework of a real-time 

monitoring and prediction of ILI and AQI system using 

deep learning. In our experiment, we compared the 

AQI data and ILI data from open data Taiwan 

government. The system demonstrates timely 

predictions and better visualization combined with 

Google Map. The data from each station and the 

surrounding areas can be visualized based on colors. 

We can provide the color difference status of the AQI 

and ILI outbreaks. There is a differentiated login page 

between the doctors and public information related 

AQI and ILI data. The optimization of the model, the 

simplification of the algorithm, and the selection of 

data input methods will also be adjusted to fit the 

system. In the term of prediction, we implemented the 

LSTM model to predict the influenza-like illness in 36 

weeks of 2018. To evaluate our prediction, we use 

MAPE calculation. We found the predicted MAPE is 

less than 10%, and the fourth week MAPE value is 

only slightly above the threshold of 10% which means 

High Accuracy. 

In the future, the system will focus on improving the 

accuracy of the prediction model, improving and 

optimizing the algorithm model. Also, this system can 

be expanded by developing a version of the mobile 

device. The mobile version has a function that can 

transmit photos of areas with poor air quality in real 

time. The system will also increase the discussion area 

to allow the public to focus on air quality issues. The 

areas that have not yet installed the station will be used 

to further increase the coverage of the system. 

Therefore, people in these areas without the station can 
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also clearly understand the air quality and ILI 

outbreaks in the current area. 
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