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Abstract

A three-party authenticated key agreement scheme (3PAKA) is a protocol that enables a pair of two registered clients to establish session keys via the help of a trusted server such that each client only pre-shares some secret with the server. As the resource-constrained devices are becoming more and more popular and deployed, it is important to design secure 3PAKA schemes that are efficient in terms of both the communication and the computation.

Among existent 3PAKA schemes, Yang et al.'s scheme significantly reduces the devices' computational load by blinding the Diffie-Hellman values. However, we find a very powerful kind of attacks, which has never been reported before: the attackers only eavesdrop on the transmissions and can derive the secret keys and the session keys. We pinpoint the design pitfalls and propose our countermeasure.

Based on the Modified Computational Diffie-Hellman Problem (MCDHP), we propose a novel 3PAKA scheme that simultaneously improves the security, the communication, and the computation. The proposed scheme shows the best performance in terms of security, communications and computations, when we evaluate the related works under the same criteria. The protocol security checker Automated Validation of Internet Security Protocols and Applications (AVISPA) has verified the security properties of our scheme.
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1 Introduction

To make secure pair-wise communications possible among \( n \) entities in a distributed network, a simple solution is to let every entity share a distinct key with each potential partner. However, this approach would require each entity equipped with \( n-1 \) secret keys. It turns out that this solution has poor scalability and high secret key maintenance cost, because there are potentially a large number of entities in a distributed network, and there would be new entities joining in and some entities dropping out at any time. To improve the scalability and lower the maintenance cost, the so-called three-Party Authenticated Key Agreement (3PAKA) approach is commonly adopted, where each registered client keeps only one secret with a trusted server, and any pair of the registered clients can establish authenticated session keys with the help of the server.

Owing to the hardness of the Computational Diffie-Hellman Problem (CDHP), the main stream of 3PAKA schemes such as [1-19] adopt the CDHP to design their authenticated key agreement schemes. Among the various computations involved in a 3PAKA scheme, the exponentiation is one of the most computationally expensive operations. Even though the exponentiations are affordable for many computers, the exponentiations are still very resource-depleting for many resource-constrained devices. It is, therefore, desirable to design secure 3PAKA schemes that can reduce these intensive computations.

Regarding the communication performance of 3PAKA schemes, two metrics are popular in evaluating the performance: one is the number of the communication steps and the other is the number of the message rounds. A message step denotes one transmission step by which one entity sends data to another entity, and a message round represents the integration of one or more message steps of which there is no data dependency between these steps and these steps can be executed in parallel to save communication time.

It is very challenging to design 3PAKA schemes that simultaneously achieve good performance in terms of security properties, computations, communications and user convenience. Yang et al. [1] proposed a promising 3PAKA scheme which owns several advantages: (1) only three message rounds; (2) no requirement of time synchronization; and (3) the adoption of smart cards for users’ convenience. The scheme depends on nonce instead of timestamp to ensure message freshness, which makes it more practical than those timestamp-based schemes (such as the scheme [18]) because timestamp synchronization is very difficult in a large distributed environment. Yang et al.’s scheme demands
only three rounds. To reduce the number of exponentiations, Yang et al.’s scheme, instead of sending ephemeral Diffie-Hellman (DH) public keys in the conventional 3PAKA schemes, uses random numbers to blind the secret exponents, which reduces the number of exponentiations. These merits make it more attractive than its counterparts. Unfortunately, Amin and Biswas [20] have shown several weaknesses of Yang et al.’s scheme. However, their attacks (the impersonation attacks and the password-guessing attacks) are based on a strong assumption that, once the user’s card is captured, the content of the card is total compromised [20]. This assumption might hold or not, depending on whether the implementation adopts tamper-resistant cards. That is, if the card is tamper-resistant, then Amin-Biuswas’s impersonation attacks and password-guessing attacks do not work.

Here, we would like to demonstrate one novel attack on such kind of scheme: we show that Yang et al.’s scheme is vulnerable to the secret key disclosure attack, the session key disclosure and the impersonation attacks, even if an attacker just eavesdrops the transmissions. The attacks leverage the design pitfalls of not-well-formed ephemeral DH public keys in Yang et al.’s scheme. The attack is much more powerful and has not been reported before. Our approach works by deriving the secret key from a set of secret-key-related values, and we call it the secret exponent derivation attack. The attackers can effectively derive the secret keys, the session keys, and impersonate the communicating parties. To conquer the security weaknesses, we discuss the design pitfalls and propose our improved scheme. The proposed scheme not only conquers the security attacks but also enhances the DH key computation efficiency and the communication performance. The AVISPA security checker [25–30] has verified the security properties of our scheme.

The rest of this paper is organized as follows. The related works are discussed in Section 2. We review Yang et al.’s scheme in Section 3. The attacks are introduced and discussed in Section 4. The improved scheme is described in Section 5. The performance evaluation and the security analysis are given in Section 6. Finally, Section 7 states our conclusions and the future work.

2 Related works

Since Steiner et al. [15] proposed the first 3PAKA, many researchers such as [1–4, 6–9, 11–14, 16–20] have devoted themselves to improve the security, the computational performance or the communicational performance of 3PAKA schemes. Gong [5] studied that the lower bound of the message steps of 3PAKA schemes. Considering those 3PAKA schemes that rely on nonce instead of time-stamp and let the clients choose the keying materials, Gong claimed that the lower bound of the message steps is five for key distribution schemes and it is six steps for key confirmation schemes. Later Chien and Wu [3] corrected the lower bounds for them to be three steps and four steps respectively. Yang et al.’s scheme [1] required three message rounds in four message steps. The scheme is quite efficient.

Chien [21] proposed the Modified Computational Diffie-Hellman Problem (MCDHP) and proved the hardness of the problem; he also proposed a generic approach to apply the MCDHP problem to enhance the computational efficiency of the clients in two-party AKA schemes. Here, we will apply the MCDHP problem to conquer the weakness of Yang et al.’s not-well-formed DH public keys and enhance the computational efficiency.

Conventionally, each scan of a user’s biometric information will have some variations, and it is not suitable to use it as a key in authenticating the user. Luckily, Jin et al. [22] proposed their bio-hashing that produces a user-specific code from the user’s biometric features. The bio-hashing has been improved by Lumini and Nanni [23], and it has been applied in many authentication schemes such as [1, 8, 22–23].

The AVISPA is designed to formally verify cryptographic protocols, and various verification tools embedded in the AVISPA can be used to verify the goals and the specified security properties [25–30]. It has been used to formally verify several important cryptographic protocol standards and new schemes like [20, 31–33].

3 Review of Yang et al.’s Scheme

Before reviewing the scheme, we first introduce the following notations that will be used through the rest of this paper.

$$(G, g, p, q): p$$ is a large prime, $$q$$ is a large prime divisor of $$p$$, $$G$$ is a multiplicative sub-group of $$\mathbb{Z}_p^*$$ with a prime order $$q$$, and $$g$$ is a generator for $$G$$. In the following, we omit the mod $$p$$ operation when the semantic is clear.

$sid$: the session identifier which is used to uniquely identify a session from others.

$$x \leftarrow_{\mu} \mathbb{Z}_q^*$$: an integer $$x$$ is randomly chosen from the set $$\mathbb{Z}_q^*$$.

$$A, B: A$$ and $$B$$ denote the identities of two clients.

$$S, x, s$$: $$S$$ denotes the server and $$s$$ denotes its secret key.

$$H_0: \{0,1\}^* \times \{0,1\}^* \rightarrow \mathbb{Z}_q^*,$$

$$H_1, H_2: \{0,1\}^* \times \mathbb{Z}_q^* \rightarrow \mathbb{Z}_q^*,$$

$$H_3: \mathbb{Z}_q^* \times \mathbb{Z}_q^* \rightarrow \mathbb{Z}_q^*,$$

$$H_4: \{0,1\}^* \times \{0,1\}^* \times G \times G \rightarrow \{0,1\}^*,$$

$$H_5: \{0,1\}^* \times \mathbb{Z}_q^* \times G \times G \rightarrow \{0,1\}^*,$$

$$h(): \{0,1\}^* \rightarrow \{0,1\}^{\{K_{\text{ERP}}\}}.$$
\(H_{o, 6}\) and \(h()\) are eight independent cryptographic hash functions.

\(h_{bio}()\), \(bio\): \(h_{bio}()\) is a bio-hashing function;

\(bio\) is the biometric information of \(A\).

\(pw_A, pr_B\): the passwords with which the clients \(A\) and \(B\) respectively use to protect their smart cards.

\(x_A, x_A'\), \(x_B, x_B'\): the clients \(A\) and \(B\) respectively own two secret keys (\(x_A = H_i(A, s), x_A' = H_i(A, s)\))
and (\(x_B = H_j(B, s), x_B' = H_j(B, s)\)).

\(a, b, R_A, R_B\): \(a\) and \(b\) denote ephemeral private keys chosen by \(A\) and \(B\) respectively.

\(R_g\) and \(R_P\): \(R_g\) and \(R_P\) respectively denote the corresponding ephemeral public keys.

\(sk_A, sk_B\): the session keys computed by \(A\) and \(B\) respectively.

\(pr_A, pr_B \in \{\} Z_q^\ast\): long-term private keys of the clients \(A\) and \(B\) respectively.

\(Y_A = g^{pr_A}, Y_B = g^{pr_B}\): the long-term public key of \(A\) and \(B\) respectively.

Yang et al.’s scheme consists of four phases- the registration phase, the login phase, the password updating phase, and the key agreement phase. Because the password updating phase is irrelevant to our discussions, we do not review the phase here to save space.

**Registration phase.** This phase is executed in a secure environment. When a user (say \(A\)) wants to register in the system, he submits his identity \(A\) and his password \(pw_A\) to \(S\); if \(S\) accepts the request, \(S\) computes \(PW_A = H_i(A, pw_A)\), \(x_A = H_i(A, s), x_A' = H_i(A, s)\), \(y_A = PW_A \oplus x_A\), \(y_A' = PW_A \oplus x_A'\), and \(h_A = H_j(x_A, x_A')\). Then it stores \((A, h_A, y_A, y_A')\) into the user’s smart card, and destroys \((pw_A, PW_A, x_A, x_A')\).

**Login phase.** When the client \(A\) wants to establish a session key with the client \(B\), \(A\) and \(B\) respectively insert their smart cards and input their passwords, and then their smart cards respectively perform the following steps. \(A\)’s smart card computes \(PW_A = H_i(A, pw_A)\), \(x_A = y_A \oplus PW_A\), \(x_A' = y_A' \oplus PW_A\), and \(h_A = H_j(x_A, x_A')\). Then it verifies whether the computed \(h_A\) equals the pre-stored one in the card. If not, it stops; if the verification succeeds, then it further performs the key agreement phase. Likewise, the client \(B\)’s smart card performs the operations and verifications similar to \(A\’s\) operations.

**Key agreement phase.** Suppose \(A\) and \(B\) want to establish a connection and a session key, they perform the following three rounds.

**Round 1:**

\[A \rightarrow B: A, V_A, Auth_A\]

\(A\’s\) smart card chooses a random number \(a \in Z_q\), computes \(R_g = g^a, V_B = R_s^a\) and \(Auth_A = H_i(A, B, V_A, R_g)\).

It then sends \((A, V_A, Auth_A)\) to \(B\).

**Round 2:**

\[B \rightarrow S: A, V_A, Auth_A, B, V_B, Auth_B\]

When \(B\’s\) smart card receives the request, it chooses a random number \(b \in Z_q\), and computes \(R_g = g^b, V_B = R_s^b\) and \(Auth_B = H_i(A, B, V_B, R_g)\). It sends \((A, V_A, Auth_A, B, V_B, Auth_B)\) to \(S\).

**Round 3:**

\[S \rightarrow A: S, B, w_A, R_A', Auth_A'\]

\[S \rightarrow B: S, A, w_B, R_B', Auth_B'\]

When \(S\) receives the request from \(B\), \(S\) computes \(x_A = H_i(A, s), x_B = H_j(B, s), R_A^3 = V_s^x, R_B^3 = V_s^x\), \(Auth_A = H_i(A, B, V_B, R_A')\) and \(Auth_B = H_i(A, B, V_B, R_B')\). It then verifies whether both the computed \(Auth_A\) and \(Auth_B\) equal the received ones. If the verification succeeds, then it continues the following steps; otherwise, it rejects the request. It chooses a random number \(t \in Z_q\), and computes \(w_A = t \cdot H_i(A, s)^t \mod q\), \(w_B = R_g^t, w_B = R_g^t, Auth_B' = H_i(S, A, w_B, R_B', W_B)\). It sends \((S, B, w_A, R_A', Auth_A')\) to \(A\) and \((S, A, w_B, R_B', Auth_B')\) to \(B\).

When the client \(A\’s\) smart card receives the response, it computes \(W_A = g^{w_A^{*a}b^t}\), and \(Auth_A' = H_i(S, B, w_B, R_B', W_B)\), and verifies whether the computed \(Auth_A'\) equals the received one. If so, it accepts the connection and computes the session key \(sk_A = H_i(A, B, R_A', R_A'^{*w}B, R_B'^{*w})\); otherwise, it rejects the connection. Similarly, client \(B\’s\) smart card performs its corresponding computations and verifications. If the verification succeeds, then it computes its session key \(sk_B = H_i(A, B, R_A', R_A'^{*w})\).

4 Exponent Derivation Attacks on Yang et al.’s Scheme

This section shows the exponent derivation attack and discusses the design pitfall. Yang et al.’s scheme sends the blinded exponents to secure the exponents. Unfortunately, these not-well-formed DH exponents are vulnerable to our Exponent Derivation Attacks (EDA), and the attackers can derive the secret keys and the session keys, and then impersonate the clients.

**Deriving the secret keys from the blinded DH exponents.** In this approach, we just eavesdrop the transmissions, and try to derive clients’ secret keys from the blinded DH exponents. We can plot this attack either as an outside attacker or an inside attacker.

**Outside attacker.** We observe that the transmission \((S, B, w_A, R_A', Auth_A')\) and \((S, A, w_B, R_B', Auth_B')\) in
Round 3 could be used to derive clients’ secret keys $x'_a = H_s(A_s,A)$ and $x'_b = H_s(B_s,B)$ . An attack for deriving $A$’s secret key is shown as follows.

1) First we eavesdrop on several communications in which $A$ is involved- $(S,B_i,w_{d,i},R_i',\text{Auth}_i')$, $(S,A,w_{b,i},R_i',\text{Auth}_i')$, $(S,B_2,w_{d,2},R_{i,2}',\text{Auth}_i')$, $(S,A,w_{b,2},R_{i,2}',\text{Auth}_i')$, ..., $(S,B_n,w_{d,n},R_{i,n}',\text{Auth}_i')$, where $B_{1\leq i\leq n}$ denotes some clients that $A$ has interacted with and these $B_{1\leq i\leq n}$ need not to be same one. That is, we just eavesdrop on some communications of which $A$ is involved. Note that $w_{d,i}=t_i\cdot x_{a,i}^{-1} \mod q$, $w_{d,2}=t_2\cdot x_{a,2}^{-1} \mod q$, ..., $w_{d,n}=t_n\cdot x_{a,n}^{-1} \mod q$ for some unknown integers $t_1,t_2,...,t_n$.

2) Take $\text{gcd}(w_{d,1},w_{d,2},...,w_{d,n}) = x_{a,1}^{-1} \cdot \text{gcd}(t_1,...,t_n)$, where $\text{gcd}$ denotes the greatest common divisor. According to Cohen [4], the probability that $n$ randomly chosen integers being co-prime is $1/\zeta(n)$, where $\zeta(n)$ is the Riemann zeta function [24]. We have $1/\zeta(2)=0.60792...$, $1/\zeta(3)=0.83190...$, $1/\zeta(4)=0.924047...$, and $1/\zeta(5)=0.964388$.

3) When one candidate $x_{a,i}$ is got, we compute the corresponding $t_i = w_{d,i} \cdot x_{a,i}^{-1}$ and $W_{d,i}=R_{i,1}^{-t_i}$. Then we use the derived values to verify the candidate by testing whether the computed $\text{Auth}_i' = H_s(S,B_i,w_{d,i},R_i',W_{d,i})$ equals the eavesdropped $\text{Auth}_i'$. If so, this candidate $x_{a,i}$ is the real one; otherwise, we eavesdrop more sessions and go to Step 2.

Once the secret $x_{a,i}'$ is found, it is very easy to cheat $A$ into accepting the wrong data and wrong session key. We show one example of such attacks as follows.

1) We initiate a new session with $A$ or wait for a new session in which $A$ involves; We eavesdrop on messages $(A,V_s,\text{Auth}_s,A,B,V_b,\text{Auth}_b)$ in Round 1 and Round 2;

2) We intercept $S$’s message $(S,B,w_{d},R_{b},\text{Auth}_b')$ and $(S,A,w_{b},R_{a},\text{Auth}_a')$ in Round 3.

3) We randomly choose two integers $t$ and $b$, and compute $\overline{w}_d = t\cdot x_{a,1}'^{-1} \mod q$, $\overline{R}_b = g^{ab}$, $\overline{W}_d = R_1^t$ and $\text{Auth}_a'' = H_s(S,B,\overline{w}_d,\overline{R}_b,\overline{W}_d)$. We send, on behalf of $S$, the data $(S,B,\overline{w}_d,\overline{R}_b,\text{Auth}_a'')$ to $A$ in Round 3. Apparently, $A$ will accept this forged message because the attacker uses the correct $x_{a,1}'$ to forge the data.

Finally $A$ computes the session key $sk_A = H_s(A,B,R_a,\overline{R}_b,\overline{R}_b,g^{ab})$ . The attacker could compute the same session key because he can use the eavesdropped value $R_a$ to compute $R_b^t$ and $sk_b = H_s(A,B,R_a,\overline{R}_a,\overline{R}_b,g^{ab})$. The impersonation attack succeeds and the attacker shares the same session key with $A$.

Probability of deriving the secrets and impersonating the client. In the above attack, the attacker only needs 5 sessions to have a successful rate approaching 0.9643. We could eavesdrop more sessions to increase the success rate.

Inside attacker. A client (say $A$) can easily derive its communicating party’s (say $B$) secrets using the responses from the server. We notice that the server will respond $(S,B,w_{d},R_d',\text{Auth}_b')$ and $(S,A,w_{b},R_{a}',\text{Auth}_a')$ in Round 3. Since $w_{d} = t \cdot H_2(A,s)^{−1} \mod q$ and $w_{b} = t \cdot H_2(B,s)^{−1} \mod q$, both the client $A$ and the client $B$ can derive the value $t$ and then derive the secret of the communicating party’s secrets $H_2(A,s)^{−1}$ and $H_2(B,s)^{−1}$ respectively.

For an insider, the above attack only needs one session to derive communicating party’s secrets.

Importance of the demonstrated attacks. As more and more resource-limited devices have been deployed in our daily life, the security threats are becoming larger and larger. How to design secure protocols that meet the resource constraints is very crucial. Yang et al. have proposed one possible mechanism to reducing the number of the costly exponentiation computations by blinding the exponent components. However, we have demonstrated the secret key disclosure attack, the session key disclosure attack, and the impersonation attack against this approach. We argue that this approach is not secure at all, and should be avoided.

5 Countermeasure to Exponent Derivation Attacks and the Improved 3PAKA Scheme

5.1 Countermeasures to Exponent Derivation Attacks

Conventional DH key agreement schemes require the participants send their ephemeral DH public keys and keeping the secret exponents private. This approach aims to establish the session keys, based on the CDHP problem. It requires each participant at least two modular exponentiations, which could be a burden for many resource-limited devices. Yang et al. use random numbers to blind the transmission of the secret exponents $w_d = t \cdot H_2(A,s)^{−1} \mod q$. This approach could save one modular exponentiation for the sender and the receiver; however, the security of their approach does not depend on any hard problem. That is
why we can plot the attacks in Section 4.

Luckily, Chien [21] has formulated a new hard problem called the MCDHP, and has proved its hardness being equivalent to that of the CDHP [21]. We review the MCDHP as follows and will design a new 3PAKA scheme, based on the MCDHP. Interested readers are referred to the publication [21].

**Definition 1** [21]. The Modified Computational Diffie-Hellman Problem (the MCDHP) over G is defined as follows: Given \( x+t, g, g', g'' \), where \( t, x \) and \( y \) are random numbers and \( g \) is a generator for the group \( G \), the challenge is to compute \( g^y \).

We briefly quote the proof as follows. Interested readers are referred to the publication [21] for the details.

**Theorem 1.** The MCDHP problem is as hard as the CDHP problem [21].

**Proof.** We prove this by reduction.

1. The MCDHP problem is reduced to the CDHP.
   Given an instance of the MCDHP problem- \((x+t, g, g', g'')\), then we can compute \( g^y = g^{x+t} / g' \) and get the instance \((g, g^x, g'')\) for the CDHP problem. Assume there is one oracle that can answer the CDHP problem. Now we input the instance \((g, g^x, g'')\) to the oracle, and we get the answer \( g^y \).

2. The CDHP problem is reduced to the MCDHP problem.
   Assume there is one oracle that can answer the MCDHP problem- \((x+t, g, g', g'')\), it outputs \( g^y \).
   Now given an instance of the CDHP problem- \((g, g', g'')\), we then choose a random value \( t \), and input the instance \((t, g, g', g'')\) to the MCDHP oracle. The oracle will answer \((g'/g')^t = g^{y-x} \).

The initialization phase: the \( S \) publishes the parameters \((G, g, p, q)\), and the clients register their public keys and get the issued smart cards as follows. The following steps are conducted in a secure channel.

1. \( A \rightarrow S: I_D_A, h(pw_A) \oplus h_{bio}(bio_A), Y_A \)
   A chooses his private key \( pr_A \) and computes the public key \( Y_A = g^{pr_A} \). Then he inputs its password \( pw_A \), scans his biometric information \( bio_A \), and computes \( h(pw_A) \) and \( h_{bio}(bio_A) \). Finally he sends \( ID_A, h(pw_A) \oplus h_{bio}(bio_A), Y_A \) to \( S \).

2. \( S \rightarrow A: \) smart card \((ID_A, Z_A)\)
   \( S \) computes \( K_A = h(ID_A, s) \) and issue a smart card which contains \( ID_A, Z_A \), where \( Z_A = K_A \oplus h(pw_A) \oplus h_{bio}(bio_A) \).

3. \( A \):
   Upon receiving the card, \( A \) derives \( K_A, s \), and writes \( Z_A, pr_A \oplus h_{bio}(bio_A) \) and \( W_A = h(ID_A || K_A || h(pw_A)) \) into the card.

The authentication phase:

1. \( A \rightarrow S: sid, A, B, x + pr_A, M1 \)
   \( A \) inputs his password \( pw_A \) and scans his biometric information \( bio_A \). The card derives \( K_A = Z_A \oplus h(pw_A) \oplus h_{bio}(bio_A) \) and \( pr_A \), and verifies whether \( W_A = h(ID_A || K_A || h(pw_A)) \) holds. If it does not hold, the card terminates the operations; otherwise, it chooses an ephemeral private key \( x \) and a randomly chosen number \( R_A \), and then encrypts its message as \( M1 = E_{K_{sw}}[A \parallel B \parallel x + pr_A \parallel R_A] \). It sends the message “sid, A, B, x + pr_A, M1” to \( S \) to initiate the request.

2. \( S \rightarrow B: sid, A, B, M2 \)
   \( S \) first derives \( K_A = h(ID_A, s) \), decrypts \( E_{K_{sw}}[A \parallel B \parallel x + pr_A \parallel R_A] \) and checks the correct format and the existence of \( x + pr_A \). It then computes \( g^y = g^{x+pr_A}/Y_A \). It finally computes \( M2 = E_{K_{sw}}[A \parallel B \parallel x + pr_A \parallel g^y] \) and sends it to \( B \).

3. \( B \rightarrow S: sid, A, B, y + pr_B, M3 \)
   \( B \) inputs his password \( pw_B \) and biometric information \( bio_B \). The card derives \( K_B = Z_B \oplus h(pw_B) \oplus h_{bio}(bio_B) \) and \( pr_B \), and verifies whether \( W_B = h(ID_B \parallel K_B \parallel h(pw_B)) \) holds. If so, it continues the following steps. It decrypts \( E_{K_{sw}}[A \parallel B \parallel x + pr_A \parallel g^y \parallel y + pr_B \parallel Seed] \) and sends “sid, A, B, y + pr_B, M3” to \( S \).
Figure 1. The MCDHP-based 3PAKA scheme

(4) $S \rightarrow A$: sid, A, B, $y + pr_B$, M4

$S$ decrypts $M3$, derives Seed , and checks the existence of $x + pr_A$, $y + pr_B$, $g^r$. If the verification succeeds, it then computes $g^r = g^{x + pr_A} / Y_A$ and

$M4 = E_{A}(A || B || g^r || y + pr_B || Seed)$. It sends “sid, A, B, $y + pr_B$, M4”.

(5) $A \rightarrow B$: sid, A, B, $y + pr_B$, M5

$A$ uses $R_A$ to decrypt $M4$, computes $Seed = h((g^r)^y)$, and checks the existence of $y + pr_B$ and Seed . If it succeeds, then it computes $M5 = h(x + pr_A || y + pr_B || Seed)$.

Upon receiving the message, $B$ verifies the correctness of the received $M5$. Finally, $A$ and $B$ share the session key $sk_{AB} = h(A || B || x + pr_A || y + pr_B || g^r)$.

The password updating phase. $A$ inputs his password $pw_A$ and scan his biometric information $bio_A$. The card derives $K_A = Z_A \oplus h(pw_A) \oplus h_{bio}(bio_A)$ and $pr_A$, and verifies whether $W_A = h(ID_A || K_A || h(pw_A))$ holds. If it does not hold, the card terminates the operations; otherwise, it commands the user to input the new password $pw''_A$ and updates $Z_A$ as $K_A = h(ID_A) \oplus h(pw''_A) \oplus h_{bio}(bio_A)$.

6 Performance Evaluation and Security Analysis

We evaluate the performance of the related works in Section 6.1, analyze the security of the proposed
scheme in Section 6.2, and show the results from the AVISPA checkers’ verifications.

6.1 Performance Evaluation

Table 1 summarizes several key features of several recent publications. Regarding the communication cost, Yang et al.’s scheme [1] requires the less number of steps and rounds; however, we should notice that the scheme provides only key distribution instead of key confirmation. Compared to to a key-distribution scheme, its extension to achieving key confirmation would demand at least one more step and one more round. That is, if we extend Yang et al.’s scheme to provide key confirmation, then it would at least require 4 rounds and 5 steps.

Table 1. Performance comparison of related works

<table>
<thead>
<tr>
<th>Entity</th>
<th>TI</th>
<th>NO</th>
<th>ST</th>
<th>#S</th>
<th>#R</th>
<th>KD</th>
<th>KC</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>×</td>
<td></td>
<td>×</td>
<td>4(5)</td>
<td>3(4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>×</td>
<td></td>
<td>×</td>
<td>5</td>
<td>5</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>×</td>
<td></td>
<td>×</td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>S</td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>×</td>
<td></td>
</tr>
</tbody>
</table>

Both our scheme and Chen et al.’s scheme [18] require only 5 steps in 5 rounds; however, the scheme [18] depends on timestamp synchronization to ensure the message freshness and to conquer the possible replay attacks; unfortunately, it is very difficult to synchronize timestamp in large distributed networks; that is why most all internet protocols do not depend on time synchronization to ensure the message freshness. Generally, a nonce-based scheme requires one more step than its timestamp-based counterparts. That is, if we amend Chen et al.’s scheme to its equivalent nonce-based version, then it would requires 6 steps in 6 rounds.

Even though Amin and Biswas [20] only specify 5 steps in their protocol description, their scheme should require at least 6 steps; this is because they assume that the two clients, without any interactions, will initiate their requests at the same time to the server; but, practically, the scheme needs one more interaction from the initiator (say A) to inform the responder (say B) to respond. Furthermore, the scheme requires the synchronization of the secret state (the keys); without the synchronization, the authentication fails, and this weakness make it vulnerable to the Denial-Of-Service (DOS) attacks.

In a short summary of communication performance comparison, our scheme requires the least number of steps when we amend or extend the compared schemes [1, 18-20] to achieve the same functions. Chien and Wu [2] has proved that the optimal number of the communication steps is three for those CDHP-based 3PAKA schemes that use nonce to ensure the message freshness and provide the key confirmation. Up to now, the academia still do not know the optimal number of the steps for the MCDHP-based schemes that achieve the key confirmation and use nonce for the message freshness. It is still an open question.

Regarding the various computations of these 3PAKA schemes, the exponentiation is the most expensive computation. From the table, we can see that the scheme [20] does not require any exponentiations; that is because its security does not depend on any hard problems, and it only depends on hashing operations. We should exclude this scheme from the comparison when we consider only those schemes of which the security is based on hard problems like the CDHP, the MCDHP, and so on. Conventionally, a client in any CDHP-based key agreement schemes would requires at least two exponentiations. Here, we can see that our scheme and the scheme [19] require each client only one exponentiation, owing to the MCDHP. This enhancement is significant for those resource-constrained devices.

Regarding the security, Yang et al.’s scheme [1] is vulnerable to the secret key disclosure, the session key disclosure, and the impersonation attacks. The scheme [20] is vulnerable to the DOS attacks because its authentication depends on the synchronization of the updated secrets. The scheme [19] does not consider the stolen verifier problem: the server needs to store each client’s secret, and an attacker with a disclosed secret can impersonate the client. On the contrary, the server in our scheme only stores the clients’ public keys but not any verifiers. This makes our scheme more securely robust.

To summarize all the performance comparison, we can see that our proposed scheme owns the least number of the communication steps and the least computations among the related works under the same security requirements and the same criteria.

• A, B, S respectively denotes the client A, the client B, and the server S.
• TI: timestamp; NO: nonce; ST: Synchronization of State; KD: Key Distribution; KC: Key Confirmation; #SE: number of Symmetric Encryption; #AE: number of Asymmetric Encryptions; #RN: number of Random Numbers; #H: number of Hashing; #E: number of Exponentiations; #S: number of communication steps; #R: number of message rounds.
• SW: Security Weaknesses; SD: Secret Disclosure; SKD: Session Key Disclosure; DOS: Denial Of
Service; SVP: Stolen Verifier Problem; IMA: Impersonation Attacks.

(1) Amin and Biswas [20] only specify 5 steps in their protocol description, but their scheme should require at least 6 steps.

(2) The scheme depends on the timestamp synchronization to ensure message freshness, and its nonce-based equivalent version would require at least one more step and one more round.

(3) The scheme only provides key distribution, and its key-confirmation version would demand at least one more step/round.

6.2 Security Analysis

In this section, we define the security notation and the model where the hash function is modeled as a random oracle and the symmetric encryption is INDistinguishable against Chosen Plaintext Attacks (IND-CPA). We prove the session key INDistinguishable against Chosen Plaintext Attacks (IND-CPA). We prove the session key INDistinguishable against Chosen Plaintext Attacks (IND-CPA). We prove the session key INDistinguishable against Chosen Plaintext Attacks

...
measured in terms of \( AD \)'s advantage in distinguishing whether it receives the real key \( sk_{AB} \) or a random one. Let the advantage function of \( AD \) be denoted by \( Adv^{G_{AD}}_{sk,AD}(k) \), where \( k \) is the security parameter. Then, 
\[
Adv^{G_{AD}}_{sk,AD}(k) = |Pr[b' = b] - 1/2| .
\]

**Definition 2** - A 3PAKA protocol is session-key secure in our model if the session key indistinguishability is satisfied: for all probabilistic, polynomial-time adversaries \( AD \), \( Adv^{G_{AD}}_{sk,AD}(k) \) is negligible.

In addition to the general session key indistinguishability security, our scheme also provides the key escrow-less-ness property: this property requires that even an honest but curious server cannot distinguish a session key from a random one with the same distribution.

**Theorem 2.** The proposed schemes own the key escrow-less-ness property.

**Proof:** An honest but curious server who owns the secret keys \( K_A \) and \( K_B \) can decrypt the messages and learn all the transcripts \( \{ x + pr_A, y + pr_B, g^x, g^y \} \) and the value \( Seed = h(g^\omega) \). Now, we will prove that the server still cannot learn the session key.

We prove this by contradiction. In our scheme, the server that knows \( \{ x + pr_A, y + pr_B, Y_A = g^{pr_A}, Y_B = g^{pr_B}, Seed = h(g^\omega) \} \) can derive \( \{ g^x, g^y \} \) and would like to derive the session key \( sk_{AB} = h(A || B || x + pr_A || y + pr_B || g^\omega) \). Due to the oneway property of the hash functions, the server should learn \( g^\omega \) to attain the key, since the session key is not transmitted during the protocol.

Now, we assume that the server in our scheme can derive the value \( g^\omega \). Then, we can use this server as an oracle to solve the CDHP problem as follows.

Given an instance of the CDHP problem \( \{ g, g^x, g^y \} \), we choose two random numbers \( x \) and \( y \), and prepare the parameters \( \{ x, y, Y_A = g^{x+y}, Y_B = g^x/g^y \} \) for the server. Then, the server can derive \( g^y/Y_A = g^x \) and \( g^y/Y_B = g^x \), and returns the value \( g^\omega \), which is the DH value for \( (g^x, g^y) \). This contradicts the hardness property of the CDHP problem. That is, our initial assumption is wrong, and the server cannot learn the session key.

**Theorem 3.** The proposed 3PAKA schemes satisfy the session key in-distinguishability if the MCDHP problem is a hard problem.

**Proof:**

Based on the result of Theorem 1, the server who knows \( \{ x + pr_A, y + pr_B, Y_A, Y_B, Seed = h(g^\omega), g^x, g^y \} \) still cannot derive the session key. Since an outsider could not be more powerful than the server, the outsider cannot learn the session key. This proves Theorem 3.

**Theorem 4.** The proposed scheme can resist the threats and attacks caused by the stolen verifier problem.

**Proof:**

In our scheme, the server only keeps the registered clients’ identities and public keys, for examples \( Y_A = g^{pr_A} \) and \( Y_B = g^{pr_B} \). If we assume that an attacker get the stolen verifiers, the public keys \( Y_A \) and \( Y_B \) in our scheme, then the attacker can only derive the values \( (x + pr_A, y + pr_B, g^x, g^y, Y_A, Y_B) \) but nothing else. So, even given the values \( (x + pr_A, y + pr_B, g^x, g^y, Y_A, Y_B) \), the attacker still cannot derive any secret keys or any session keys, owing to the hardness of the CDHP and the MCDHP.

**Theorem 5.** The proposed scheme can resist the threats and attacks caused by the lost smart card problem.

**Proof:**

For a lost smart card of the client \( A \), an attacker can get the values \( Z_A = K_A \oplus h(pw_A) \oplus h_{bio}(bio_A), pr_A \oplus h_{bio}(bio_A) \) and \( W_A = h(ID_A || K_A || h(pw_A)) \) inside the card. Based on the data, the attacker may try to guess and verify the password or try to derive any secret keys (and the session keys). However, both the secret key \( K_A \) and the private key \( pr_A \) are well protected by the user’s \( h_{bio}(bio_A) \). Without the secret key \( K_A \), the attacker cannot verify his guessed passwords. That is, the proposed scheme can resist the password guessing attacks and any secret value derivation attacks, even if he captures and compromise the lost card.

Table 2 summarizes the security-related properties of the proposed scheme and the counterparts. In addition to the session key indistinguishability and the session-key escrow-less-ness property, our scheme is also immune to the stolen verifier problem and the lost smart card problem. Our scheme also does not depend on any synchronization of updated secrets: that makes it robust against the DOS attacks. Based on Table 2, we can see that both our scheme and the scheme [20] show the security robustness against all the security threats. However, from the previous table, Table 1, the scheme [20] needs one more message step than our scheme, and the scheme also demands more expensive exponentiation computations.

### 6.3 Security Verifications Using the AVISPA

Using the HLPSL specification [27], we specify three roles: “mobile”, “gateway”, and “server”. The “mobile” and the “gateway” model the two clients, and the “server” models the trusted server. The specified security goals in our specifications include authentication among the parties and the secrecy of the session keys.
Table 2. Summary of the security properties of the related schemes

<table>
<thead>
<tr>
<th></th>
<th>[1]</th>
<th>Ours</th>
<th>[20]</th>
<th>[18]</th>
<th>[19]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>V</td>
<td>X</td>
</tr>
<tr>
<td>NO</td>
<td>V</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>V</td>
</tr>
<tr>
<td>ST</td>
<td>X</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>KD</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>KC</td>
<td>X</td>
<td>V</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Session Key Disclosure</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Denial of Service attack</td>
<td>V</td>
<td>X</td>
<td>✓</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Password guessing attack</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Server get the session keys</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Impersonation attack</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Stolen Verifier Problem</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>V</td>
</tr>
<tr>
<td>Lost Smart Card Problem</td>
<td>V</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Note. TI: timestamp; NO: nonce; ST: Synchronization of State; KD: Key Distribution; KC: Key Confirmation.

We run simulation (in Figure 2) and the OFMC/CL-AtSe checkers. The results verify “SAFE” (Figure 3 shows the results from OFMC).

Figure 2. The protocol simulation of our scheme using AVISPA

Figure 3. OFMC verifies the security of our scheme

7 Conclusions and Future Work

In this paper, we have shown a novel attack, the exponent derivation attack, on Yang et al.’s scheme; this attack is very powerful that it can derive the clients’ secret keys and the session keys by only eavesdropping the communications. As more and more resource-limited devices have been deployed, it is crucial to design more efficient Diffie-Hellman key agreement schemes for these devices. Here, we have demonstrated that Yang et al.’s approach of reducing the number of the exponentiation is not secure, and this approach should be avoided for any key agreement designs.

To conquer the security weaknesses and to enhance the computation performance, we, based on the MCDHP, have proposed an improved scheme. Both the security analysis and the AVISPA verification have verified the security properties of our scheme. The proposed scheme shows the best performance in terms of security, communications and computations, when we evaluate the related works under the same criteria. Especially, its reduction of exponentiation computation makes it very attractive to those resource-limited devices. Up to now, we are still not sure whether the communication steps of the MCDHP-based 3PAKA scheme with key confirmation could be further reduced. It is still an open question and it is our future work.
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