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Abstract

Derived from 1D-Tent map and 1D-Logistic map, a plaintext-related hybrid modulation map (PHMM) which modulated by variance contribution rate of singular values of plaintext image is proposed in this paper. The performance of PHMM was verified by the bifurcation diagram, Lyapunov exponent (LE) and Spearman correlation test. Based on PHMM, a pixel scrambling method called non-repetitive chaotic displacement (NRCD) is proposed. Then a novel image encryption algorithm is proposed based on the combination of NRCD and bit-plane reconstruction. In this algorithm, the permutation and diffusion processes are completed simultaneously. This algorithm has better performance in the tests of statistical characteristics, sensitivity, secret key and efficiency.

Keywords: Image encryption, Singular value decomposition, Chaotic map, Permutation, Diffusion

1 Introduction

Image encryption transmission on the Internet has been recognized as an effective way to protect the data privacy and verification. There are many kinds of algorithms in the field of image encryption. The main tools used by these algorithms include chaotic map [1-5, 11-13, 16-17, 19-23, 27-28], DNA computing [14-15, 26], cellular automata [6-7], wavelet transmission [8-10, 29], neural networks [30-32] and compressive sensing [33-34, 37].

The extreme initial value sensitivity and high randomness of chaotic system make chaotic map the most popular tool in digital image encryption algorithms. Fridrich [1] proposed the first image encryption algorithm based on chaotic map in 1998. After that, a large number of digital image encryption algorithms based on chaotic maps were proposed [1-5, 11-13, 16-17, 19-23, 27-28]. Compared to high-dimensional (HD) chaotic maps, one-dimensional (1D) chaotic maps are easier to detect because they have fewer parameters and state values [18]. Algorithms that use 1D chaotic maps [16-17] are easier to crack than algorithms that use HD chaotic maps [1-5, 19-23].

The chaotic sequences generated by HD chaotic maps used in existing algorithms are only related to the initial values and system parameters, and are independent of the plaintext images [1-5, 11-13, 16-17, 19-23]. Derived from 1D-Tent map and 1D-Logistic map, plaintext-related hybrid modulation map (PHMM) which modulated by variance contribution rate of singular values of plaintext image is proposed in this paper. Driven by the same secret key pair, the chaotic sequence generated by this map is different for different plaintext images. This feature greatly enhances security. Meanwhile, based on PHMM, a pixel position scrambling method called non-repetitive chaotic displacement (NRCD) is proposed. With NRCD, all pixel positions will be changed efficiently after only one round of permutation process.

In traditional image encryption algorithms, permutation and diffusion processes are often independent of each other, and in order to make the algorithm having plaintext-related property, diffusion process often involves a large number of XOR operations and floating-point operations [19-20, 24]. These reduce the execution efficiency of algorithms to a certain extent. In the proposed algorithm, the permutation process and the diffusion process are highly coupled by the combined use of NRCD and bit-plane reconstruction, meanwhile the XOR operation and the floating-point operation are avoided under the premise of ensuring the plaintext related property. Therefore, the algorithm has higher execution efficiency compared to other algorithms.

The rest of the article is structured as follows. The proposed chaotic map and its chaotic behavior is introduced in Section 2. Detailed steps of the proposed image encryption algorithm are presented in Section 3. The performance analysis of the algorithm are
presented in Section 4. Section 5 presents the extended encryption algorithms for binary image and color image. The final section concludes this paper.

2 Plaintext-related Hybrid Modulation Map (PHMM)

2.1 1D-Tent Map and 1D-Logistic Map

1D-Tent [35] and 1D-Logistic [36] are two classic one-dimensional chaotic maps, and they are widely used in many fields due to their good ergodic properties. 1D-Tent map is given to the formula (1), 1D-Logistic map is given to the formula (2).

\[
\begin{align*}
    x_{n+1} &= \left\{ \egin{array}{ll}
        \mu x_n, & x_n < 0.5 \\
        \mu(1-x_n), & 0.5 \leq x_n
    \end{array} \right. \\
    y_{n+1} &= q y_n (1-x_n), \quad 3.567 \leq q \leq 4
\end{align*}
\] (1) \quad (2)

\(\{x_0, x_1, x_2, \ldots\}\) is the generated chaotic sequence. \(\mu\) and \(q\) is the system parameters.

2.2 Plaintext-related Hybrid Modulation Map

Based on the high coupling of 1D-Tent map and 1D-Logistic map, a new 2D chaotic map, PHMM is proposed. In PHMM, the plaintext-related features are implemented by timely addition of plaintext-related information. The equation is shown in formula (3).

\[
\begin{align*}
    x_{n+1} &= \left\{ \begin{array}{ll}
        \mu(x_n + \alpha \sin y_n | \text{pris}_{mask,k}| + 0.2), & x_n < 0.5 \\
        \mu(1-x_n + \alpha \sin y_n | \text{pris}_{mask,k}| + 0.2), & 0.5 \leq x_n
    \end{array} \right. \\
    y_{n+1} &= q(y_n - \alpha \sin x_n | \text{pris}_{mask,k}| + 0.2)
\end{align*}
\] (3)

Where \(\text{pris}_n\) indicates the \(n\)-th element in the plaintext-related information set \(\text{PRIS} \in R^M\), which is called an impurity parameter. \(\alpha\) is the coupling parameter. \(\mu\) and \(q\) are system parameters. By introducing more parameters, PHMM achieves better chaotic characteristics.

2.3 Comparison

The above three maps were compared by bifurcation diagram, Lyapunov exponent (LE) and Spearman correlation test. The \(x\) dimension of PHMM is compared with 1D-Tent map, and the \(y\) dimension is compared with 1D-Logistic map.

2.3.1 Bifurcation Diagram and Lyapunov Exponent

Through the bifurcation diagram, the chaotic region of the chaotic map can be roughly determined. In order to qualitatively measure the chaotic performance of PHMM, the bifurcation diagram of PHMM and the bifurcation diagram of two basic 1D maps are shown in Figure 1. It is obvious that PHMM expands the chaotic region in two dimensions.
A positive LE indicates that the system is in a chaotic state at this time. In order to quantitatively measure the chaotic performance of PHMM, the LE spectrum of PHMM and the LE spectrums of two basic 1D maps were compared respectively. The comparison results are shown in Figure 2. The range of parameter values $\mu$ and $q$ that bring the system into a chaotic state is increased. Therefore, PHMM has better chaotic performance in two dimensions than the two basic chaotic maps, respectively.
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Figure 2.

2.3.2 Spearman Correlation Test

In statistics, the Spearman correlation coefficient is a commonly used nonparametric indicator that measures the dependence of two sequences. It uses a monotonic equation to evaluate the correlation of two statistical variables. Given two sequences $X = \{x_0, x_1, x_2, \ldots, x_N\}$ and $Y = \{y_0, y_1, \ldots, y_N\}$, its calculation formula is given to the formula (4).

$$\rho = 1 - \frac{6 \sum d_i^2}{n(n^2 - 1)} \quad (4)$$

Where $d_i = label_{1,i} - label_{2,i}$, $label_{1,i}$ is the position of $x_i$ in $X$ when $X$ is arranged in ascending order and $label_{2,i}$ is the position of $y_i$ in $Y$ when $Y$ is arranged in ascending order. The larger $|\rho|$, the greater the difference between the two sequences.

Extreme initial state sensitivity is one of the characteristics of chaotic map. In order to quantitatively measure this characteristic, this paper introduces the Spearman correlation test. The test method is: set a set of initial parameters and obtain a chaotic sequence, then add a very small increment to one of the parameters and then obtain another chaotic sequence. Finally, the correlation coefficient of two chaotic sequences is obtained by Spearman correlation test. The results of the comparison are listed in Table 1. Clearly, PHMM has a more pronounced initial state sensitivity than two basic one-dimensional maps.

![Figure 3. Secret key structure](image)

### Table 1. Spearman correlation coefficients of chaotic maps

<table>
<thead>
<tr>
<th></th>
<th>Tent Map</th>
<th>PHMM</th>
<th>Logistic Map</th>
<th>PHMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>1.9000</td>
<td>1.9000</td>
<td>3.9000</td>
<td>3.9000</td>
</tr>
<tr>
<td>$\Delta \mu$</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\lfloor</td>
<td>\rho</td>
<td>\rfloor$</td>
<td>0.0071</td>
<td>0.0133</td>
</tr>
</tbody>
</table>

3 The Proposed Image Encryption and Decryption Algorithm

3.1 Key Structure

The secret key used in the proposed algorithm are shown in Figure 3. It is a 320-bit sequence that is used to generate two initial values $(x_0, y_0)$, couple parameter $\alpha$, and system parameters $(\mu, q)$ for the PHMM. These five parameters are decimals generated by different bits in the sequence by the IEEE standard 754.

![Figure 3. Secret key structure](image)

3.2 Non-repetitive Chaotic Displacement (NRCD)

In order to destroy the high correlation between adjacent pixels in the original image, scrambling is an indispensable part of the image encryption algorithm. Images that are scrambled by traditional scrambling...
processes often have some pixels that have not changed in position, and this situation reduces the anti-decipherability of the encrypted image to a certain extent. Based on PHMM, a scrambling algorithm, non-repetitive chaotic displacement (NRCD) is proposed. This algorithm can change the position of all the pixels after one round of scrambling.

Given an image $O$ to be encrypted, set its size to $M \times N$. Set a series of parameters and initial values then drive PHMM to generate two chaotic sequences $X = \{x_0, x_1, \ldots, x_M\}$ and $Y = \{y_0, y_1, \ldots, y_N\}$. The detailed operational flow of NRCD is shown in Algorithm 1. The inverse process of NRCD is shown in Algorithm 2.

3.3 Bit-plane Reconstruction

The grayscale image has eight bit planes (from $B_0$ to $B_7$), and the pixel value of the $i$-th row and the $j$-th column can be written as:

$$p(i, j) = \sum_{n=0}^{7} B_n(i, j) \times 2^n \quad (5)$$

The formula for the proportion of the image information contained in $n$-th bit plane is as follows:

$$\text{weight}_n = \frac{2^n}{255} \times 100\%, \quad n = 0, 1, \ldots, 7 \quad (6)$$

It can be clearly seen that the proportion of each bit plane from $B_0$ to $B_7$ in the original image increases exponentially. For example, $B_7$ accounts for more than 50% and $B_0$ does not exceed 0.5%. Therefore, proper rearrangement of bit planes makes it easy to hide most of the information of the image. In this paper, the way of bit-planes reconstruction is shown in Figure 4.

![Figure 4. Diagram of bit-planes reconstruction](image)

3.4 Image Encryption and Decryption Algorithm

3.4.1 Encryption Algorithm

In the NRCD-based image encryption algorithm proposed in this paper, the image is processed by bit-plane reconstruction and split into two subgraphs. The two subgraphs are scrambled by the NRCD, respectively, and then the encrypted image are synthesized by simple addition. Through such process, the scramble process and the diffusion process independently of each other in the traditional image encryption algorithm achieve a high degree of coupling.

Given an image to be encrypted with the size of $M \times N$, the flowchart of the encryption algorithm is shown in Figure 5.

![Figure 5. Flowchart of encryption](image)
The detailed steps are given as follows:

**Step 1.** Set \([x_0, y_0, q, \mu, \alpha]\);

**Step 2.** Split the original image (consisting of \(B_0, B_1, \ldots, B_s\)) into two subgraphs, Subgraph1 and Subgraph2. Where \(\text{Subgraph 1} = B_s \times 2^s + B_{s-1} \times 2^{s-1} + \cdots + B_1 \times 2 + B_0 \times 1\) and \(\text{Subgraph 2} = B_s \times 2^s + B_{s-1} \times 2^{s-1} + \cdots + B_1 \times 2 + B_0 \times 1\);

**Step 3.** Perform singular value decomposition (SVD) on Subgraph1, and then solve the variance contribution rate of each singular value. All variance contribution rates are reserved in four decimal places and arranged in descending order, then constitute vector \(\text{PRIS 1} = \{\text{pris } l_{x_0}, \text{pris } l_{y_0}, \ldots, \text{pris } l_{\min(M, N)}\}\);

**Step 4.** Perform singular value decomposition (SVD) on Subgraph2, and then solve the variance contribution rate of each singular value. All variance contribution rates are reserved in four decimal places and arranged in descending order, then constitute vector \(\text{PRIS 2} = \{\text{pris } 2_{x_0}, \text{pris } 2_{y_0}, \ldots, \text{pris } 2_{\min(M, N)}\}\);

**Step 5.** Reconstruct to \(B_0\) to \(B_s\) generate Mosaic image;

**Step 6.** Split the Mosaic image into two subgraphs, Subgraph3 and Subgraph4. Where \(\text{Subgraph 3} = B_s \times 2^s + B_{s-1} \times 2^{s-1} + B_0 \times 1\) and \(\text{Subgraph 4} = B_s \times 2^s + B_{s-1} \times 2^{s-1} + B_0 \times 1\);

**Step 7.** Driven by \([x_0, y_0, q, \mu, \alpha]\) and \(\text{PRIS 1}\), PHMM generates two chaotic sequences. These two chaotic sequences are combined with Subgraph3 as inputs to Algorithm 1, and then an encrypted subgraph is generated;

**Step 8.** Driven by \([x_0, y_0, q, \mu, \alpha]\) and \(\text{PRIS 2}\), PHMM generates two chaotic sequences. These two chaotic sequences are combined with Subgraph4 as inputs to Algorithm 1, and then another encrypted subgraph is generated;

**Step 9.** Adding the encrypted subgraph generated in step 7 to the encrypted subgraph generated in step 8 directly, and then the encrypted image is generated.

### Algorithm 1. Non-repetitive chaotic displacement algorithm

**Input:** Original image matrix \(O \in R^{M \times N}\), and chaotic sequences \(X\) and \(Y\);

**Output:** Encrypted image matrix \(E \in R^{M \times N}\);

1. Get the index of each element (from \(x_0\) to \(x_M\)) in \(X\) when this sequence is sorted in descending order and compose these indexes into a vector \(\text{LABEL 1} = \{\text{label } 1_{x_0}, \text{label } 1_{x_1}, \ldots, \text{label } 1_{x_M}\}\);

2. Get the index of each element (from \(y_0\) to \(y_N\)) in \(Y\) when this sequence is sorted in descending order and compose these indexes into a vector \(\text{LABEL 2} = \{\text{label } 2_{y_0}, \text{label } 2_{y_1}, \ldots, \text{label } 2_{y_N}\}\);

3. for \(i = 1\) to \(M\) do
4.  if \(i = \text{label } 1\) then
5.  Exchange positions of \(\text{label } 1\) and \(\text{label } 1_{i+1}\);
6.  end if
7.  \(E(\text{label } 1, \cdot) = O(i, \cdot)\);
8. end for
9. for \(i = 1\) to \(N\) do
10. if \(i = \text{label } 2\) then
11. Exchange positions of \(\text{label } 2\) and \(\text{label } 2_{i+1}\);
12. end if
13. \(E(\cdot, \text{label } 2_i) = O(\cdot, i)\);
14. end for

### 3.4.2 Decryption Algorithm

The secret image can be correctly decrypted only when the decrypter obtains \([x_0, y_0, q, \mu, \alpha]\) and vector \(\text{PRIS}_x (x = 1, 2)\) for the encrypted image. The flowchart of the decryption is shown in Figure 6. The detailed decryption process is given as follows:

**Step 1.** The encrypted image (consisting of \(E_0, E_1, \ldots, E_s\)) is split into two subgraphs: Encrypted subgraph1 and Encrypted subgraph2. Where \(\text{Encrypted subgraph 1} = E_s \times 2^s + E_{s-1} \times 2^{s-1} + \cdots + E_0 \times 2 + E_0 \times 1\) and \(\text{Encrypted subgraph 2} = E_s \times 2^s + E_{s-1} \times 2^{s-1} + \cdots + E_0 \times 2 + E_0 \times 1\);

**Step 2.** Driven by \([x_0, y_0, q, \mu, \alpha]\); and \(\text{PRIS 1}\), PHMM generates two chaotic sequences. These two chaotic sequences are combined with \(\text{Encrypted subgraph 1}\) as inputs to Algorithm 2, and then Subgraph3 is generated;
**Algorithm 2.** Inverse process of non-repetitive chaotic displacement algorithm

**Input:** Encrypted image matrix $E \in \mathbb{R}^{M \times N}$, and chaotic sequences $X$ and $Y$;

**Output:** Original image matrix $O \in \mathbb{R}^{M \times N}$;

1. Get the index of each element (from $x_0$ to $x_M$) in $X$ when this sequence is sorted in descending order and compose these indexes into a vector
   
   $\text{LABEL 1} = \{\text{label}_1, \text{label}_1, ..., \text{label}_M\}$;

2. Get the index of each element (from $y_0$ to $y_N$) in $Y$ when this sequence is sorted in descending order and compose these indexes into a vector
   
   $\text{LABEL 2} = \{\text{label}_2, \text{label}_2, ..., \text{label}_N\}$;

3. for $i = 1$ to $M$
   
   4. if $i = \text{label}_1$
   
      5. Exchange positions of $\text{label}_1$ and $\text{label}_{1+i}$;
   
      6. end if
   
   7. $O(i, :) = E(\text{label}_{1+i}, :)$;
   
   8. end for

4. for $i = 1$ to $N$
   
   9. if $i = \text{label}_2$
   
      10. Exchange positions of $\text{label}_2$ and $\text{label}_{2+i}$;
   
      11. end if
   
   12. $O(:, i) = E(:, \text{label}_2)$;
   
   13. end for

**Step 3.** Driven by $[x_0, y_0, q, \mu, \alpha]$ and PRIS2, PHMM generates two chaotic sequences. These two chaotic sequences are combined with Encrypted subgraph2 as inputs to Algorithm 2, and then Subgraph4 is generated;

**Step 4.** Subgraph3 and Subgraph4 are merged into Mosaic image by simple addition, and then the Mosaic image is converted into the plaintext image by the inverse process of bit-planes reconstruction.

4 Security and Efficiency Analysis

4.1 Statistical Analysis

In order to resist statistical attacks, an encrypted image generated by a good image encryption algorithm should approximate random noise. In this subsection, histogram, correlation coefficient, and information entropy are used to measure how close the encrypted image is to random noise.

4.1.1 Histogram

Pixels of random noise image are evenly distributed at $[0, 255]$. Therefore, an encrypted image generated by a good image encryption algorithm should also have this feature. Given secret key pair $[x_0, y_0, \mu, q, \alpha] =$
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Intuitively, the histogram of the plaintext image has a tortuous outline, while the ciphertext image has a flat histogram. In order to quantitatively measure the probability
that a ciphertext image obeys uniform distribution, chi-squared test is used for quantitative analysis.

Given a set of observed frequency distribution \( o_i, i = 0,1,\ldots, n \) and, assume that its theoretical frequency distribution is \( t_i, i = 0,1,\ldots, n \). To verify whether the assumption is true, the Pearson chi-squared test shown in formula (7) is often used.

\[
\chi^2 = \sum_{i=0}^{n} \frac{(o_i - t_i)^2}{t_i} \tag{7}
\]

For a grayscale image with \( n \) gray scales and a size of \( M \times N \), assume that the pixels frequency \( o_i, i = 0,1,\ldots, n \) of \( i \)-th grayscale value obeys uniform distribution, that is, \( t_i = t = M \times N / n \). Then formula (7) can be rewritten as formula (8).

\[
\chi^2 = \sum_{i=0}^{n} \frac{(o_i - t)^2}{t} \tag{8}
\]

In order to verify the reliability of the hypothesis, a small significance level \( \alpha \) is given. As shown in formula (9), when \( \chi^2 < \chi^2_{\alpha}(n) \), \( o_i \) has a great probability to obey the uniform distribution.

\[
P(\chi^2 \geq \chi^2_{\alpha}(n)) = \alpha \tag{9}
\]

The grayscale value range of the encrypted image obtained by this algorithm is \([0, 255]\), so \( n=255 \). Given significance level \( \alpha=0.01 \). The chi-squared test was performed on each ciphertext image in Figure 7 and the results are shown in Table 2.

**Table 2. Results of chi-squared test**

<table>
<thead>
<tr>
<th>Name</th>
<th>Airplane</th>
<th>Baby</th>
<th>Cameraman</th>
<th>Cat</th>
<th>Lena</th>
<th>Peppers</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \chi^2 )</td>
<td>211.6506</td>
<td>272.4293</td>
<td>181.0010</td>
<td>224.3544</td>
<td>230.1001</td>
<td>241.2689</td>
</tr>
<tr>
<td>( \chi^2_{\text{calc}}(255) )</td>
<td>67.98%</td>
<td>87.75%</td>
<td>58.30%</td>
<td>72.27%</td>
<td>74.12%</td>
<td>77.71%</td>
</tr>
</tbody>
</table>

When setting the degree of freedom to 255, \( \chi^2_{0.01}(255) = 310.46 \). The Pearson Chi-squared statistic of each ciphertext image in Figure 7 is significantly smaller than \( \chi^2_{0.01}(255) \). This means that the pixel values of all ciphertext images are uniformly distributed, that is, all ciphertext images can be considered as random noise images.

**4.1.2 Pearson Correlation Coefficient**

There should be no correlation between adjacent pixels in the ciphertext image in order to resist statistical attacks.

In this subsection, the Pearson correlation coefficient is used to quantitatively measure the correlation between adjacent pixels of a ciphertext image. 1500 pairs of adjacent pixels are randomly collected from the image in the horizontal direction, the vertical direction, and the diagonal direction, respectively, and then the correlation coefficients between adjacent pixels in the horizontal, vertical, and diagonal directions of the image are calculated. The mean values of the correlation coefficients of the multiple plaintext images shown in Figure 7 are shown in Table 3. Several typical chaotic image encryption algorithms [19-23] are compared with proposed algorithm. The mean values of the correlation coefficients corresponding to the ciphertext images are shown in Table 4.

**Table 3. Mean of correlation coefficients of plaintext images in Figure 7**

<table>
<thead>
<tr>
<th>Direction</th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Diagonal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.9023</td>
<td>0.9430</td>
<td>0.9188</td>
</tr>
</tbody>
</table>

**Table 4. Comparison of mean of correlation coefficients of encrypted images in Figure 7 (absolute value)**

<table>
<thead>
<tr>
<th>Direction</th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Diagonal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.0042</td>
<td>0.0093</td>
<td>0.0057</td>
</tr>
</tbody>
</table>

The closer the absolute value of the correlation coefficient is to 0, the weaker the correlation between adjacent pixels. From Table 3 and Table 4, it’s obviously that the correlation between adjacent pixels of plaintext image is strong, while it’s weak in ciphertext image. The test results also suggest that the proposed algorithm is generally more resistant to statistical attacks than other algorithms.

**4.1.3 Information Entropy**

Information entropy reflects the randomness of image information. The larger the information entropy, the less the visual information of the image. Its calculation formula is as follows:

\[
H = -\sum_{i=0}^{L} p(i) \log_2 p(i) \tag{10}
\]

Where \( L \) is the number of gray scales of the image, and \( p(i) \) is the probability that the \( i \)-th gray scale value appears. When \( L = 255 \), the theoretical value of \( H \) is 8. The information entropy of the plurality of encrypted images in Figure 7 is shown in Table 5. The test results show that compared to other algorithms, the encrypted images generated by proposed algorithm are most similar to random noise.
4.2 Secret Key Analysis

In order to effectively resist brute force attack, image encryption algorithms should have a large enough key space and sensitivity to keys. The key sequence of the algorithm proposed in this paper is 320 bits, so its key space is $2^{320}$. At the same time, considering that $PRIS_1$ and $PRIS_2$ extracted from the plaintext image also affect the encryption process. Therefore, according to [25], the algorithm proposed in this paper is capable of resisting brute force attack.

Two indicators, number of pixels change rate (NPCR) and unified average changing intensity (UACI), are used for quantitative analysis of secret key sensitivity. The definition of NPCR and UACI between two images $P$ and $P'$ are as follows:

$$NPCR(P, P') = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} D(P_{i,j} - P'_{i,j}) \times 100\%$$ (11)

where $D(x) = \begin{cases} 0, & x = 0 \\ 1, & x \neq 0 \end{cases}$

$$UACI = \frac{1}{M \times N} \sum_{i=1}^{M} \sum_{j=1}^{N} \frac{|P_{i,j} - P'_{i,j}|}{255} \times 100\%$$ (12)

Table 5. Information entropy of encrypted images

<table>
<thead>
<tr>
<th>Name</th>
<th>Airplane</th>
<th>Baby</th>
<th>Cameraman</th>
<th>Cat</th>
<th>Lena</th>
<th>Peppers</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al.’s</td>
<td>7.9923</td>
<td>7.9975</td>
<td>7.9991</td>
<td>7.9930</td>
<td>7.9941</td>
<td>7.9918</td>
<td>7.9946</td>
</tr>
<tr>
<td>Sheela et al.’s</td>
<td>7.9932</td>
<td>7.9912</td>
<td>7.9940</td>
<td>7.9866</td>
<td>7.9895</td>
<td>7.9934</td>
<td>7.9913</td>
</tr>
<tr>
<td>Hu and Zhou’s</td>
<td>7.9915</td>
<td>7.9927</td>
<td>7.9930</td>
<td>7.9925</td>
<td>7.9907</td>
<td>7.9950</td>
<td>7.9927</td>
</tr>
<tr>
<td>Zhuo et al.’s</td>
<td>7.9942</td>
<td>7.9937</td>
<td>7.9982</td>
<td>7.9951</td>
<td>7.9943</td>
<td>7.9942</td>
<td>7.9950</td>
</tr>
<tr>
<td>Ye’s</td>
<td>7.9801</td>
<td>7.9972</td>
<td>7.9944</td>
<td>7.9968</td>
<td>7.9954</td>
<td>7.9961</td>
<td>7.9933</td>
</tr>
<tr>
<td>Ours</td>
<td>7.9918</td>
<td>7.9986</td>
<td>7.9983</td>
<td>7.9995</td>
<td>7.9925</td>
<td>7.9960</td>
<td>7.9961</td>
</tr>
</tbody>
</table>

Table 6. NPCR and UACI between the new ciphertext images and the original ciphertext image

<table>
<thead>
<tr>
<th>Index Secret key pair</th>
<th>NPCR</th>
<th>UACI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[x_0, y_0, \mu, q, \alpha]$</td>
<td>99.6190%</td>
<td>33.2817%</td>
</tr>
<tr>
<td>$[x_0, y_0, \mu, q, \alpha]$</td>
<td>98.7884%</td>
<td>33.2100%</td>
</tr>
<tr>
<td>$[x_0, y_0, \mu', q, \alpha]$</td>
<td>98.7528%</td>
<td>33.5035%</td>
</tr>
<tr>
<td>$[x_0, y_0, \mu, q', \alpha]$</td>
<td>99.4333%</td>
<td>33.4836%</td>
</tr>
<tr>
<td>$[x_0, y_0, \mu, q, \alpha']$</td>
<td>99.9244%</td>
<td>33.2844%</td>
</tr>
</tbody>
</table>

Obviously, a subtle change in the parameters of the secret key pair can result in a large difference between two ciphertext images corresponding to the same original image. Therefore, this algorithm is extremely sensitive to secret key.

4.3 Plaintext Image Sensitivity Analysis

Aim at resist selected plaintext attack and known plaintext attack, an image encryption system with excellent performance should be highly sensitive to plaintext images. That is, two ciphertext images generated by two plaintext images with slight differences should have significant differences.

In this subsection, the six plaintext images in Figure 7 are used to test the plaintext sensitivity of the proposed algorithm. For each plaintext image, 800 pixels are randomly selected and increment $\Delta = 1$ is added, then a new plaintext image is generated. After the process is repeated 50 times, a total of 50 new plaintext images will be newly generated for each plaintext image. The mean values of NPCR and UACI between the ciphertext images generated by the new 50 plaintext images and the original ciphertext image are listed in Table 7.

Table 7. Mean of NPCR and UACI between new ciphertext images and original ciphertext image

<table>
<thead>
<tr>
<th>Name</th>
<th>Index NPCR</th>
<th>UACI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>99.4785%</td>
<td>32.7286%</td>
</tr>
<tr>
<td>Baby</td>
<td>99.6032%</td>
<td>33.1020%</td>
</tr>
<tr>
<td>Cameraman</td>
<td>98.5254%</td>
<td>33.6732%</td>
</tr>
<tr>
<td>Cat</td>
<td>99.6110%</td>
<td>33.6835%</td>
</tr>
<tr>
<td>Lena</td>
<td>99.2268%</td>
<td>32.5605%</td>
</tr>
<tr>
<td>Peppers</td>
<td>98.4849%</td>
<td>33.6914%</td>
</tr>
</tbody>
</table>

Table 7 shows that there is a significant difference between the newly generated ciphertext images and the original ciphertext image. Therefore, the proposed algorithm has extreme sensitivity to plaintext images. It has excellent resistance to selective plaintext attacks and known plaintext attacks.

4.4 Execution Efficiency

The speed of encryption and decryption is an important indicator to measure the performance of an image encryption algorithm. In this paper, The
efficiency of execution is calculated by this rule: assuming that the grayscale image size is $M \times N$, the execution efficiency is $M \times N \times 8 \text{ bit/(encryption time+decryption time)}$.

Table 8. Comparison of efficiency

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Airplane</td>
<td>2.1668Mbps</td>
<td>0.0123Mbps</td>
<td>2.1961Mbps</td>
<td>1.8811Mbps</td>
<td>0.4326Mbps</td>
<td>2.3690Mbps</td>
<td></td>
</tr>
<tr>
<td>Baby</td>
<td>2.1630Mbps</td>
<td>0.0190Mbps</td>
<td>2.3144Mbps</td>
<td>1.7220Mbps</td>
<td>0.4103Mbps</td>
<td>2.3842Mbps</td>
<td></td>
</tr>
<tr>
<td>Cameraman</td>
<td>2.3816Mbps</td>
<td>0.0188Mbps</td>
<td>2.0025Mbps</td>
<td>2.0031Mbps</td>
<td>0.4185Mbps</td>
<td>2.2379Mbps</td>
<td></td>
</tr>
<tr>
<td>Cat</td>
<td>2.3912Mbps</td>
<td>0.0176Mbps</td>
<td>2.3242Mbps</td>
<td>2.0471Mbps</td>
<td>0.4057Mbps</td>
<td>2.1674Mbps</td>
<td></td>
</tr>
<tr>
<td>Lena</td>
<td>2.2408Mbps</td>
<td>0.0194Mbps</td>
<td>1.9591Mbps</td>
<td>1.9892Mbps</td>
<td>0.4033Mbps</td>
<td>2.1830Mbps</td>
<td></td>
</tr>
<tr>
<td>Peppers</td>
<td>2.3986Mbps</td>
<td>0.0217Mbps</td>
<td>2.1642Mbps</td>
<td>1.8599Mbps</td>
<td>0.4219Mbps</td>
<td>2.4049Mbps</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>2.2903Mbps</td>
<td>0.0181Mbps</td>
<td>2.1601Mbps</td>
<td>1.9171Mbps</td>
<td>0.4154Mbps</td>
<td>2.2911Mbps</td>
<td></td>
</tr>
</tbody>
</table>

It should be pointed out that all test programs are run using Dev-C++ 5.9.2. The main configuration of the computer is: Windows 7 (64-bit), Core-i7 5820K (3.3 GHz) and 24G RAM.

It can be observed from Table 8 that the proposed algorithm has the highest execution efficiency. This is mainly because the algorithm only requires a small number of floating point operations and avoidance of iterative operations.

4.5 Noise Attack and Data Loss Attack Analysis

Encrypted images are often attacked by noise and data loss during transmission. In order to test the anti-noise attack ability of the proposed algorithm, the encrypted image is artificially added with different salt and pepper noise (noise density = 1%, 2%, 5%), the anti-noise attack capability is then obtained by observing the visibility of the decrypted image. Setting some pixels in the encrypted image to 0 (1%, 2% and 3% of the total number of pixels), and then observing the visibility of the decrypted image, the algorithm’s anti-data loss attack capability is also tested. The test results are shown in Figure 9.

Taking the six plaintext diagrams shown in Figure 7 as test materials, the average speed of 50 encryption and decryption by this algorithm and some other algorithms [19-20, 21-23] are listed in Table 8.

Figure 9. Noise attack and data loss attack analysis
It can be seen from Figure 9(b) to Figure 9(d) that the salt and pepper noise causes some data in the encrypted image to be contaminated, which leads to a decrease in the visibility of the decrypted image, but the decryptor can still obtain most of the useful information from it. The same conclusion can also be obtained by Figure 9(e) to Figure 9(g). Therefore, the proposed algorithm has strong anti-noise attack capability and anti-data loss attack capability.

5 Extended Algorithms for Binary Image Encryption and RGB Image Encryption

Considering the widespread presence and frequent transmission of binary and color images on the Internet, it is also necessary to encrypt these two images. For this purpose, two extended versions of the image encryption scheme is shown in this section.

5.1 Extended Algorithm for Binary Image Encryption

Binary images have only one bit per pixel, so it is not feasible to encrypt them directly using the grayscale image encryption algorithm. In the proposed extended algorithm, the binary image is converted into a size-reduced grayscale image and then encrypted by the proposed grayscale image encryption algorithm. Given the original binary image \( P \in B^{m\times n}, B = \{0, 1\} \), and the grayscale image obtained by the conversion is \( P_{gray} \in R^{\frac{m}{2}\times\frac{n}{2}} \). The extended algorithm for binary image encryption is described in detail below.

Encryption:

Step 1: Converting binary image \( P \) to grayscale image \( P_{gray} \) by equation (13);

\[
P_{gray}(\frac{i}{2}, \frac{j}{2}) = P(i, j) \times 2^5 + [1 - P(i, j)] \times 2^0 \]
\[
+ P(i, j+1) \times 2^5 + [1 - P(i, j+1)] \times 2^0 
+ P(i+1, j) \times 2^5 + [1 - P(i+1, j)] \times 2^0 
+ P(i+1, j+1) \times 2 + [1 - P(i+1, j+1)] 
\]

\[
(i = 1, 3, 5, ..., M - 2, j = 1, 3, 5, ..., N - 2) \tag{13}
\]

Step 2: Encrypting the \( P_{gray} \) according to the flow shown in Figure 5 to obtain the encrypted image \( T \in R^{\frac{m}{2}\times\frac{n}{2}} \).

Decryption:

Step 1: Decrypting \( T \) to get \( P_{gray} \) according to the flow shown in Figure 6;

Step 2: Converting \( P_{gray} \) into binary image \( P \) by bitwise AND operation according to formula (14).

\[
P(i, j) = \text{bitand}(P_{gray}(\frac{i}{2}, \frac{j}{2}), 1000000) 
\]
\[
P(i, j+1) = \text{bitand}(P_{gray}(\frac{i}{2}, \frac{j}{2}), 0010000) 
\]
\[
P(i+1, j) = \text{bitand}(P_{gray}(\frac{i}{2}, \frac{j}{2}), 0001000) 
\]
\[
P(i+1, j+1) = \text{bitand}(P_{gray}(\frac{i}{2}, \frac{j}{2}), 0000010) 
\]

The binary image (500×500) used for the test, the grayscale image (250×250) obtained by the binary image conversion, the encrypted image (250×250) and the decrypted binary image (500×500) are shown in Figure 10. The histogram corresponding to the grayscale image and the encrypted image is shown in Figure 11. The chi-square statistic, Pearson correlation coefficient, Information entropy, mean of NPCR and UACI (executing algorithm 50 times) of the encrypted image and execution efficiency is shown in Table 9. It can be seen from Table 9 that the algorithm has a high degree of security, and the operating efficiency of the algorithm is also taken into consideration.
5.2 Extended Algorithm for RGB Image Encryption

The color image contains three pixel matrices of R, G, and B, and each pixel matrix can be regarded as a grayscale image. In the extended color image encryption algorithm, the three pixel matrices of the color image are respectively encrypted using proposed grayscale image encryption algorithm, and then the three encrypted images are combined into one color encrypted image. At the time of decryption, the acquisition of the original color image is completed by separately decrypting the three pixel matrices of the color encrypted image.

The original color image Airplane, the encrypted color image, and the decrypted image are listed in Figure 12. The histograms of the three components of R, G, and B of the original color image and the histograms of the three components of R, G, and B of the encrypted image are shown in Figure 13.

Table 9. Test results of extended algorithm for binary image

<table>
<thead>
<tr>
<th>Index</th>
<th>Encrypted image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chi-squared statistic</td>
<td>178.0225</td>
</tr>
<tr>
<td>Pearson correlation coefficient (Horizontal)</td>
<td>0.0102</td>
</tr>
<tr>
<td>Pearson correlation coefficient (Vertical)</td>
<td>0.0080</td>
</tr>
<tr>
<td>Pearson correlation coefficient (Diagonal)</td>
<td>0.0078</td>
</tr>
<tr>
<td>Information entropy</td>
<td>7.9948</td>
</tr>
<tr>
<td>Execution efficiency</td>
<td>1.7938Mbps</td>
</tr>
<tr>
<td>mean of NPCR</td>
<td>99.4210%</td>
</tr>
<tr>
<td>mean of UACI</td>
<td>33.6715%</td>
</tr>
</tbody>
</table>

Figure 11. Histogram of grayscale image (left) and histogram of encrypted image (right)

Figure 12. Color image encryption/Decryption results

Figure 13. Histograms of original color image and histograms of encrypted image
The chi-square statistic, Pearson correlation coefficient, Information entropy, mean of NPCR and UACI (executing algorithm 50 times) of the encrypted image and execution efficiency is shown in Table 10. According to Table 10, it can be seen that the algorithm achieves the same effect as grayscale image encryption in encryption of color image.

| Table 10. Test results of extended algorithm for color image |
|-------------------------|-----|-----|-----|
| Index                  | R   | G   | B   |
| Chi-squared statistic  | 195.1280 | 175.3419 | 197.1188 |
| Pearson correlation coefficient (Horizontal) | 0.0102 | 0.0126 | 0.0143 |
| Pearson correlation coefficient (Vertical) | 0.0083 | 0.0079 | 0.0085 |
| Pearson correlation coefficient (Diagonal) | 0.0081 | 0.0072 | 0.0081 |
| Information entropy    | 7.9964 | 7.9968 | 7.9963 |
| Execution efficiency   | 2.0338Mbps | 2.0957Mbps | 2.1438Mbps |
| mean of NPCR           | 99.4581% | 99.3570% | 99.3285% |
| mean of UACI           | 33.3875% | 33.2992% | 33.1036% |

6 Conclusion

In this paper, driven by 1D-Tent map and 1D-Logistic map, a 2D chaotic map with plaintext correlation property, plaintext-related hybrid modulation map (PHMM) is proposed. Its performance is verified by bifurcation diagram, Lyapunov exponent (LE) and Spearman correlation test. Then, an efficient pixel positions scrambling method, non-repetitive chaotic displacement (NRCD) is proposed based on PHMM. Based on the combined use of NRCD and bit-plane reconstruction, a novel image encryption algorithm is proposed. In this algorithm, the permutation and diffusion processes are completed in the same stage. A series of security analysis experiments demonstrate the resistance of the proposed algorithm to attacks such as brute force attack, known plaintext attack, selective plaintext attack, noise and data loss attack. The algorithm also has excellent performance in efficiency analysis experiment. Further, extended algorithms for Binary image encryption and RGB image encryption also performed well in a series of tests. Therefore, the proposed algorithm has certain application prospects.
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