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Abstract 

With the advent of the Big Data era, user information 

security is particularly important. How to build trust 

between users and the cloud is an important issue. In 

response to this problem, this paper proposes a cloud user 

behaviour authentication model based on multi-label 

hyper-network, which implements the fine-grained 

division of user behaviour and improves the accuracy of 

anomaly detection. This method trains the user’s normal 

behaviour database into a hyper-network, adds the current 

user behaviour as an instance to the hyper-network for 

classification. If a label is successfully found in this 

classification, it is identified as a normal user. Otherwise, 

the model updates the weight of the hyper-network, 

replaces the super edge, and looks for the label again. If 

the label is found, it is identified as a risk user, otherwise 

it is identified as malicious user. The simulation results 

show that there is a significant improvement in the 

accuracy of classification. Applying the method in this 

paper to the detection of user behavior can effectively 

improve the detection rate of user behavior, realize fine-

grained analysis of user behavior, and improve the 

processing ability of user behavior. 

Keywords: User behavior, Authentication, Multi-label, 

Hyper-network 

1 Introduction 

In recent years, with the development of information 

technology and the integration of the world economy, 

mankind has entered an era of Big Data. The rapid 

growth of the number of mobile terminals gives rise to 

an irreversible trend of the widespread application of 

mobile cloud computing [1]. Transition of cloud 

computing from the desktop market to the mobile 

market becomes the main direction of development. 

However, there appears to have a variety of complex 

issues. Among them, the three aspects of “user-

environment-service” are particularly outstanding. 

Mobile intelligent terminals access information from 

mobile cloud services via the mobile Internet or 

Internet of Things [2-7], so that various types of 

integrated services can be provided. The provision of 

green, reliable and timely terminal service is the core 

function of mobile cloud services. From the user’s 

point of view, the establishment of a trust relationship 

between users and the cloud becomes the most 

paramount [8]. Fine classification of user behavior 

before the cloud service enters the substantive service 

provision process has become a important issue to be 

addressed urgently [9]. User behaviour classification 

problem is actually the subset of classification problem. 

Classification algorithm is also an important research 

direction in the fields of pattern recognition, data 

mining and anomaly detection, and it has attracted 

much attention. The characteristics of datasets are used 

to construct a classifier in the classification problem, 

and then this classifier is utilised to assign categories to 

unknown categories of objects. At present, the single-

label classification problem has been studied in depth, 

and there are many mature related algorithms such as 

Naive Bayes (NB) [10], Support Vector Machine 

(SVM) [11], K-Nearest Neighbour (KNN) [12] and so 

on. The multi-label classification algorithm uses the 

dependency between behavioural labels to improve the 

performance of the classifier. For some less complex 

and smaller relational data, the algorithm enables better 

classification accuracy. However, it is difficult to learn 

the characteristics of nodes through the classification 

of related models.  

With the increasing research on classification 

algorithms, there are more and more practical 

applications emerged in the fields of data mining, 

interest recommendation, anomaly detection etc. In this 

paper, the main contributions of this work are 

summarized as follows. We propose a cloud user 

behaviour authentication model based on multi-label 

hyper-network, which implements the fine-grained 

division of user behaviour and improves the accuracy 

of anomaly detection. The simulation results show that 

it can effectively improve the accuracy of classification. 
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2 Related Work 

Classification is an important research topic in the 

fields of pattern recognition, data mining and so on. 

Traditional machine learning is mainly classified into 

two categories, i.e., binary-class and multiclass 

classifications. Each sample has only one category 

label, called single label learning. However, there are a 

large number of samples with multiple labels at the 

same time in the real world. For example, a news 

report, it can belong to not only the economic category 

but also the law. A picture may contain more semantic 

information, such as the sea, the beach and the city. A 

gene may have multiple functions, such as translation 

and transcription. There are a variety of effects arising 

from the function of protein to a cell, so there will be 

many functional classes. These samples with multiple 

labels are called multi-label data. Compared with 

samples in single label data having only one tag, and 

samples in multi label data may have multiple labels at 

the same time. It gives rise to the complexity and 

variability. The complexity and variability of multi 

label data make it more difficult to construct the multi 

label learning algorithm.  

Human beings tend to naturally decompose complex 

problems into several simple problems in the divide 

and conquer fashion. This method, however, destroys 

the correlation between labels. There is a certain 

correlation between tags in multi label data. Therefore, 

making full use of the correlation among tags in multi-

label training data to build prediction model [13-15] is 

always one of the hot topics in multi-label learning. As 

we all know, multi-label classification is a kind of 

supervised learning [16]. In the case of support vector 

machines (SVM), one-vs.-all (OVA) is the most 

common solution to the multi-label classification 

problem. However, due to the extremely uneven 

training set, its precision is very limited. A new 

framework of multi-label classification is proposed by 

Daengduan who uses undersampling technology to 

alleviate the problem of imbalance and improve the 

accuracy of the algorithm. Some scholars also put 

forward the multi-label classification algorithm [17] in 

which the Naive Bayes Classifier (NBC) is used as the 

basic model. The algorithm makes the edge of the 

classification more distinct, and the model is more 

expressive. 

Classifier chain [18] is an effective method to solve 

the multi-label classification task. It can keep the 

computational complexity within the acceptable range 

and model the label relevance. However, the 

disadvantage is that the redundancy of potential labels 

and tags is ignored, and the accuracy of the model is 

not comparable to others. The mRMR-CC algorithm is 

proposed by Huang et al. [19] who devises a new 

classifier chain. It selects an additional compact 

attribute set for each of the basic classifiers. The 

algorithm considers not only the label correlation but 

also the label redundancy. The experimental results 

show that the model improves the attribute selection 

and prediction performance of the classifier chain 

method. 

Nowadays, the multi-label classification in the social 

network environment has become an important field of 

data mining research. Given the label (or source) of 

some nodes, the task is to infer the labels of other 

nodes in the same network. The classification method 

using association relationships among related instances 

has outperformed the traditional classifiers. In a 

socialised network environment, the collective 

reasoning process will severely limit the efficiency of 

the classification if we just want to predict a specific 

node’s label. A new concept of the core network is 

proposed by Zhang et al. [20] propose a new heuristic 

core network discovery algorithm (HCN), and they 

compare two classification algorithms, i.e., HCN-

wvRN and HCN-SCRN. These two algorithms can 

deal with large-scale social networks in an effective 

way while maintaining classification accuracy. The 

proposed algorithm greatly improves the classification 

efficiency. The drawback is that in many multi-label 

classification tasks, the algorithm does not provide 

label correlation, giving rise to the difficulty of direct 

learning from data samples in medium scale training 

set. 

With the development of multi-label classification 

algorithm, label embedding (LE) is an important 

family of multi-label classification algorithms that 

digest the label information jointly for better 

performance. Researchers Haung et al. proposed a LE 

algorithm considering the interest cost function [21], 

which improved the classification accuracy. Scholar 

Claudia proposed a heterogeneous information network 

in literature [22]. By mining the linkage structure of 

heterogeneous information networks, multiple types of 

relationships among different class labels and data 

samples can be extracted. Then we can use these 

relationships to effectively infer the correlations among 

different class labels in general, as well as the 

dependencies among the label sets of data examples 

inter-connected in the network. Empirical studies on 

real-world tasks demonstrate that the performance of 

multi-label classification can be effectively boosted 

using heterogeneous information networks. In some 

extreme cases, the scholar Lin has designed a two-

stage framework for the classification of extreme data. 

The weight adjustment phase improves the diversity of 

the model. The members with low quality are deleted 

in the prediction stage, so that the prediction accuracy 

can be subsequently improved. Experiments show that 

this method can produce more accurate prediction 

results while reducing the size of the model 

successfully. 

Multi-label classification has been widely used in all 

fields, such as image classification [23-24], medical 

diagnosis [25], mail classification [26], user interest 
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recommendation [27] and so on. This paper proposes a 

cloud user behaviour authentication model based on 

multi-label hyper-network. This model applies multi- 

label to anomaly detection of user behaviour and 

implements the fine-grained division of user behaviour 

simply and efficiently. Therefore, the complexity of 

algorithm can be reduced, and the accuracy of 

behaviour analysis can be improved. Firstly, the 

normal user behaviour database is used in the model as 

training set in a hyper-network. Then the current user 

behaviour is added as an unknown instance to the 

hyper-network for classification. The data will be 

identified as the normal user if the classification of a 

successful label is made. Instead, we update the weight 

of the hyper-network to replace the super edge. Then 

look for the lable again, if successful classification is 

identified as a risk user, if not successfully classified as 

a malicious user. 

In Section 2, we review some of the methods related 

to multi-label classification. The rest of this paper is 

organized as follows. Section 3 introduces specific 

methods. The simulation experiment is showed in 

Section 4. Finally, Section 5 gives concluding remarks. 

3 Multi-label Feature Selection and 

Construction 

3.1 Feature Selection 

Feature selection and feature construction are 

commonly methods to improve the recognition of 

feature set. The related feature vectors are selected 

from the original feature set to reduce the number of 

features, and they are combined to build new high-

level features, so that they have better discernment 

ability. In this paper, we define to measure the 

importance of features. It is used to evaluate the 

discrimination ability of each feature vector, and it is 

calculated based on Equation (1).  

 
( )5

1

1
D Dp q

Dis

e
−  −

=

+

, (1) 

where pD  is the average distance between a feature 

vector and its nearest neighbour eigenvectors of the 

different class, and qD  is the average distance between 

a feature vector and its farthest eigenvector of the same 

class. Equation (1) is used to maximize the distance of 

feature between different classes but minimize the 

distance of feature within the same classes. Then it 

calculates the discernment ability of each feature 

vector and sorts them. We select feature vectors with 

good discriminative ability to construct feature. The 

behaviour instance S  is used as the training set, and 

pD  and qD  are calculated as shown in Equations (2) 

and (3). 
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where j k≠  and ( ) ( )j kclass V class V= . 

In Equations (2) and (3), ( ),j kdis V V  is used to 

represent any measure of the distance between two 

approximate eigenvectors jV  and kV . Here, we 

introduce the Czekanowski  distance to evaluate the 

dissimilarity of two feature vectors, and it is showed in 

the Equation (4). It is based on the shared part between 

two feature vectors. d  represents the feature 

dimension, and its value is bounded in the range [ ]0,1 . 
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3.2 Feature Construction 

Feature selection is designed to select a feature 

subset of D  so as to eliminate redundant irrelevant 

features while reducing computation complexity. Both 

of the classification performance and the 

interpretability of model can be improved. The size of 

the training set is N , ( ){ , ,...,1 1x y ( ), , ...,i ix y  

( ), }N Nx y . For the i -th sample, i =x  [ ]1 2, , ...,

T

i i iDx x x  

D
∈R  is the D -dimension eigenvector, 

and [ ] { }1 2, , ..., 1, 0
T C

i i i iCy y y= ∈y  represents the C -

dimension binary label vector, 1 represents the 

correlation, and 0 is independent. Two matrices are 

used to describe the training set: 

 [ ] (1) ( ) ( )
1 , ..., , ..., , ..., , ...,

T k D

i NX x x x x x x⎡ ⎤= = ⎣ ⎦  (5) 

 [ ] (1) ( ) ( )
1 , ..., , ..., , ..., , ...,

T l C

i NY y y y y y y⎡ ⎤= = ⎣ ⎦  (6) 

where ( )k
x  represents the k -th feature vector, and ( )l

y  

represents the l  binary label vector. 

4 Abnormal Behaviour Division Mechanism 

Based on Multi-label Hyper-network 

This paper focuses on the way to establish a credible 

mechanism between users and cloud. A cloud user 

behaviour authentication model based on multi-label 

hyper-network (MLHN) is proposed. It implements 

fine-grained division of user behaviour and improves 

the accuracy of abnormal detection. This method trains 
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users’ normal behaviour database in a hyper-network, 

and it classifies the current user behaviour as an 

unknown instance in the hyper-network. The current 

user is identified as a normal user if the instance is 

classified as a label successfully. If the current instance 

does not find the label, the weight of the hyper-

network is updated, the hyperedge is replaced, and the 

label is searched again. If the label is found, it is 

identified as a risk user, and on the contrary, it is 

identified as a malicious user. The flow diagram is 

shown in Figure 1. 
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X1 X2

X3

XkXk+1

Xd

Input real time 

behavior

Normal behavior database

x11,x12,x13,... ,x1D         y11,y12,y13,... ,y1C

x21,x22,x23,... ,x2D         y21,y22,y23,... ,y1C

xN1,xN2,xN3,... ,xND         yN1,yN2,yN3,... ,yNC

…

Y

N

Complete cloud 

services

Y

risk use
N

malicious use

end

start

Whether success of 

classification

Terminate 

cloud services

 

Figure 1. Flow diagram of cloud user behaviour authentication model 

4.1 Multi-label Hyper-network 

Hypernetwork is a weighted random hypergraph 

where high-order interactions among vertices are 

represented in hyperedges. Formally, a hypernetwork 

is defined by a triple ( ), ,H V E W= , where V  denotes 

vertices, E  denotes hyperedges, and W  denotes 

hyperedge weights. In hypernetwork, a vertex 

corresponds to a feature or a data variable, a hyperedge 

represents an arbitrary relationship of two or more 

vertices. Each hyperedge of hypernetwork is associated 

with a weight to indicate the importance of the 

relationship among vertices. Therefore, a hypernetwork 

is regarded as a large collection of hyperedges that 

characterise high-order relationships among features. 

In hypernetwork, a learning task can be regarded as 

storing or memorising a given data set 

{ }1D i N= ≤ ≤ix , where ix  is a data instance 

represented by a d -dimensional feature vector, so that 

the stored data can be retrieved later. 

Multi-label hyper-network is also defined by a triple 

( ), ,H V E= W , where V  is a vertex set which 

corresponds to data features, E  is a set of hyperedges, 

1 2, , ... ,

T

E

 

⎡ ⎤=   ⎣ ⎦W w w w  is a real-valued matrix in 

which each row stands for the weight vector of a 

specific hyperedge. In multi-label hyper-network, each 

hyperedge ie  is composed of three parts, i.e., a vertex 

set iv V⊆ , a label vector [ ]1 2, ,i i i icy y y=  ... ,y , and a 

weight vector [ ]1 2, ,i i i icw w w=  ... , w . iv  and iy  are 

generated from a training data instance, iw  are 

parameters learned from training data. 

4.2 Training of Probabilistic Memory 

Multi-label hyper-network is also regarded as a 

probabilistic memory where a multilabel training data 

set is stored. In supervised learning, 

( ) ( ), 1iP y i m≤ ≤x W , each training data instance x  

is associated with the label iy  through the hyperedge 

and their weight vector iw . Therefore, the hyper-

network represents the joint probability distribution of 

the input instance ix  and the class label iy , as shown 

in Equation (7). 

 ( )
( )

( )( )
1

, exp , ;i iP y ε y
Z

= −x W x W
W

 (7) 

where ( ), ;iε yx W  is the energy function which can be 

expressed in many ways, such as log function and 

sigmoid function. ( )Z W  is a normalising term, W  is 

the weight matrix of multi-label hyper-network, and 

}{0,1iy ∈ . 

In this paper, we utilise a log function to describe 

the energy function of multi-label hyper-network as 

shown in Equation (8), where E  is the total number 

of hyperedges in multi-label hyper-network, jiw  is the 
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label weight of hyperedge je . 
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where ( )1, ; jI y ex  is a matching function defined in 

the last equation, which is explained in Equation (9). 
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⎩
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For any label iy , it has only two values, 0 and 1. I  

can be also expressed as Equation (10)  

 ( ) ( ) ( ); , 1; , 0;j i j i jI e I y e I y e= = + =x x x  (10) 

For the matching function, jiy  represents whether 

the label i  is in the hyperedge je , ( )distance ; jx e  

represents the Euclidean distance between the instance 

x  and the hyperedge je , δ  is the threshold, and the 

calculation Equation (11) is as follows: 
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where 
x

G  represents the nearest neighbour set of data 

instance x ; D  represents a training data set. 

4.3 Fine-grained Division of User Abnormal 

Behaviour 

For data classification using hypernetworks, given 

input instance x , we compute the probability of each 

label that belongs to the data instance, as shown in 

Equation (12).  
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where, jiw  represents the i -th weight value of the 

weight vector of the hyperedge je . For a given input 

instance x , its class label *

iy  is determined by 

calculating the conditional probability of each class as 

in Equation (13) and selecting the class label with the 

highest conditional probability as the output. 

( )( ) ( )
*

1 if 1
1 ,

0 other

i j

j j j

P y σ
y g P y σ

⎧ = ≥⎪
= = = ⎨

⎪⎩

x

x (13) 

where jσ  is the threshold of label j  and is calculated 

using Equation (14) 
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where ijy  represents the true value of the label j  of 

the i -th training example. *

iy  is the value of the label 

j  predicted by the threshold σ . If we find the label of 

the current instance at a time, we determine that this 

behaviour is normal user behaviour. Otherwise, the 

weight is updated, the hyperedge is replaced, and the 

label prediction is carried out again. 

In the multi-label classification, all labels overlap in 

the tag space. In order to reduce the uncertainty of the 

label prediction, we introduce the k-nearest neighbour 

method. In the learning and classification process, for 

each instance its k-nearest neighbours are identified 

firstly, and then only hyperedges that are generated 

from these neighbours are used to match this instance. 

(Note that the nearest neighbours set a boundary of 

hyperedges that are used for matching.) In this case, we 

consider that only the nearest neighbour related labels 

are considered candidates for the label prediction. In 

the way of predicting the label, the uncertainty of 

prediction will be greatly reduced. 

4.4 Weight Update 

Multi-label hyper-network represents a high-order 

relationship between feature subsets and multiple 

category labels, which is essentially a data probability 

model suitable for data set training. The weight update 

process begins with the initial multi-label 

hypernetwork. Training data is generated from the 

training data set. Given a training instance ( ),x y , 

where [ ]1 2, , Dx x x=  ... ,x , [ ]1 2, , Cy y y=  ... ,y , a 

hyperedge is generated by randomly sampling a subset 

of vertices from the vertex set, taking y  as the label 

vector, and associating an initial weight vector to this 

hyperedge. Suppose a hyperedge ( ), ,e v= y w is 

generated, { }1 2, , ,i Nv x x x x=  ... ,  ... ,  is the vertex set, 

[ ]1 2, , Cy y y=  ... ,y  is the label vector, 

[ ]1 2, , Cw w w=  ... ,w  is the weight vector, and 1.0iw =  

is the initial weight value. The learning task of the 

hyper-network is to update the weight of the hyperedge, 

which minimizes the classification error on the training 

data. 

Due to the randomness of the hyperedge generation, 

it is necessary to replace hyperedge when the first 

classification is unsuccessful, so that the training data 

can be better adapted to the hyperedges. In the process 

of hyperedge substitution, we first calculate the fitness 

for each hyperedge ie  and then generate a new 
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hyperedge set from the same training instance that 

generated hyperedge ie . Next the fitness of the new 

hyperedge set is computed. If the fitness of a new 

hyperedge is greater than the fitness of the hyperedge 

ie , the hyperedge ie  will be replaced by a new 

hyperedge. The fitness Equation (16) is shows as: 

 
( )

{ }
, 1

1 1
( ) '

i i

m

i ij j

x y G j

fitness e j y y
G m

∈ =

= =∑ ∑  (16) 

In the equation, G  is a set of training instances that 

match with the hyperedge ie ; m  is the number of 

possible labels, ijy  is the value of the label j  of 

instance ( ),i ix y , and ' jy  is the value of the label j  in 

the label vector of the hyperbranched ie . 

Algorithm 1 The cloud user behavior authentication 

model based on multi-label hyper-network 

Step 1: 

The data in the user’s normal behavior 

database are selected and constructed by the 

equations (1), (2), (3), and (4). 

Step 2: 
The original hyper-network model is formed 

by equations (7), (8), (9), (10), and (11). 

Step 3: 
Enter real-time behavior x in the initialized 

hyper-network. 

Step 4: 

The real time behavior is classified by 

equations (12), (13), (14), and (15).  

If the label is found through classification 

successfully then cloud user is identified as 

normal users, update the database;  

else use the equation (16) to replace the 

hyperedge, update the hyper-network. 

Step 5: 

Enter user behavior into the updated 

hypernetwork. 

Use equations (12), (13), (14), and (15) for 

label search again. 

If the label is found through classification 

successfully 

then cloud user is identified as risk users 

else it is identified as a malicious user and an 

alert is triggered. 

 

The fitness of the hyperedges is calculated as the 

average between the labels of the hyperedge and 

training samples. Matching with the training samples, 

the higher the similarity is, the greater the fitness is. As 

it can be seen from the equation in 4.3, the higher the 

similarity between the label of the training instance and 

the label of hyperedge that matches this instance is, the 

higher the probability that the instance is correctly 

classified. After the replacement of the hyperedges, the 

equation in 4.3 is applied again to classify the instances. 

The users are identified as risk users if the 

classification is successful. If they have not been 

classified successfully, they will be identified as 

abnormal users. The aforementioned algorithm is 

described as Algorithm 1. 

5 Experimental Results and Analysis 

In this paper, the KDD CUP99 data set simulation 

environment is used to verify the algorithm, and it is 

proved that the model can describe user behaviour 

intuitively and accurately. It effectively validates the 

discrimination effect of algorithm on malicious users 

and risk users. In addition, the model is compared with 

the classic K-means based anomaly analysis algorithm 

and the exception analysis algorithm that is based on 

the nearest method in the detection rate, detection 

speed and accuracy rate. The comparison shows that 

the proposed model is efficient and accurate in the 

malicious user identification. 

5.1 Simulation Tool 

The hardware environment of this experiment is 

Intel Core i5-2400CPU, main frequency 3.10GHz, and 

memory 4GB. The operation system is win7, 64 bits. 

MATLAB (R2014b) is used as the programming tool, 

since MATLAB is a scientific computing language 

widely used in the fields of scientific modelling, data 

visualization, and interactive simulation, published by 

MathWorks. The proposed algorithm under test is run 

in the above experimental environment. 

5.2 Experiment Setup 

Because of the limited access to practical cloud 

platform where user’s real data normally resides, KDD 

CUP99 simulation dataset is adopted as the 

experimental data. The KDD CUP99 dataset contains 

two collections, one as training set and the other as test 

set. The types of attack in the training centre can be 

divided into four categories: DDOS (Distributed 

Denial-of-Service attack), R2L (unauthorized access 

from remote host), U2R (unauthorized local super user 

privileges access), PROBE (port monitoring or 

scanning). The number of specific data has been 

introduced in detail later. 

The experimental data set is very large. In order to 

facilitate the calculation, we choose only 10% of the 

training set and the test set to carry out the simulation 

test. The type and number of the attack are shown in 

Table 1. 

Table 1. Attack type and number 

label category 
10% of the 

training set 

10% of the text 

set 

0 NORMAL 9727 6059 

1 DDOS 7422 3629 

2 PROBE 2152 271 

3 R2L 99 358 

4 U2R 5 22 
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The last bit (forty-second bits) of the experimental 

data set in this chapter records the type of attack. For 

convenience of computation, we only distinguish 

between the two states of attack and normal. When the 

last column (the forty-second bit of the data) is labelled 

as normal, the assignment is 1, while the other is the 

attack, and the assignment is -1. 

First, we analyse the proportion of abnormal 

behaviours in data sets of different user behaviours. 

Then we choose different datasets to build training 

samples for multi-label training. Finally, the same 

verification data (random extraction from all user 

behaviour data) is used to compare the accuracy of the 

text method and the control method under the training 

samples of different balance degrees, and a suitable 

balance should be chosen. Figure 2 gives the 

comparison results of the accuracy index of training 

samples in the proportion of 1%, 5%, 10%, 20%, 30% 

and 40%, respectively. It can be seen from the figure 

that most of the control methods have the phenomenon 

that the accuracy increases gradually with the increase 

of the proportion of abnormal behaviour in the training 

samples. 

 

(a) Comparison of detection rate 

 

(b) Comparison of accuracy rate 

Figure 2. Data balance analysis 

However, the algorithm proposed in this paper is 

relatively stable in overall performance, and it is more 

stable at 20%. Therefore, we choose the proportion of 

abnormal behaviour data to be around 20% in the next 

simulation experiment. 

After determining the degree of data balance, we 

will verify the fine-grained division of users. Two 

groups of users are extracted from the dataset with 

abnormal behaviour ratio of 20% at arbitrary and 

unrepeated, which are recorded as TRAIN and TEST. 

TRAIN is used for training multi-label hyper-network, 

and TEST is used for algorithm verification. In order to 

verify the recognition ability of the behaviour 

identification model proposed for malicious users and 

risk users, we use KDD99 datasets to simulate the 

behaviour of two types of users respectively. Malicious 

users refer to forty-second bits of dataset, which are 

DDOS, R2L, U2R and PROBE data. Risk users will 

behave abnormally at some time, but normally in most 

cases. Therefore, we change the time-based network 

traffic statistics of the data, send a large number of 

HTTP requests to the target host at a certain time, and 

simulate the risk type users at a time. This behaviour is 

very similar to malicious users on the surface, but its 

attack time is very short. 

5.3 Simulation Results 

This experiment uses the dataset TEST to test the 

cloud user behaviour identification model, and 

compares this model with the classic K-means based 

anomaly analysis algorithm and the abnormality 

analysis algorithm based on nearest neighbour method. 

50,000 data were selected for model training (the 

proportion of abnormal behaviour data was selected to 

be around 20%). Then the test set was tested randomly. 

We simulate the risky user behaviour by sending 

HTTP requests with lots of random contents at random 

time. The content of requests is random pages. This 

user increases the number of access to sensitive pages, 

resulting in an exception of throughput and clicks, but 

the attack time is short and this user does not belong to 

a malicious user. (The forty-second bit flag is still 

Normal.) 

The experiment selects three key indexes, detection 

rate (DR), detection speed (DS) and accuracy rate (AR) 

to measure the detection performance of the model 

proposed in this paper. Among them, the detection rate 

refers to the proportion of the detected quantity of the 

attack user and the total number of the attack samples. 

The accuracy rate refers to the proportion of the 

detection amount of the malicious user and the total 

number of the abnormal samples (mainly on the 

number of the risk type users). The detection rate, 

detection speed and accuracy of the model proposed in 

this paper are tested by changing the proportion of 

malicious users and risk users. The algorithm is also 

assessed by be compared with the classic K-means-

based anomaly analysis algorithm [28] and the 

abnormality analysis algorithm based on nearest 

neighbour method [10], as shown in Figure 3. 
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(a) K-means-based anomaly analysis algorithm (b) Abnormality analysis algorithm based on nearest 

neighbour 

 

(c) Abnormality analysis algorithm based on multi-label hyper-network 

Figure 3. The comparison of detection rate 

Figure 4 is the comparison of the detection speed 

(DS) of the three algorithms with different number of 

training samples and test samples. The X axis 

represents the number of test samples, the Y axis 

represents the number of training samples, and the Z 

axis represents the detection speed (S/number). The 

recognition speed of three user abnormal behaviour 

analysis algorithms is improved with the increase of 

test samples. In this paper, we use multi-label hyper-

network to train user behaviour, and classify the 

current behaviour directly. The algorithm increases the 

speed of detection samples. 

Figure 5 shows the comparison of three user 

abnormal behaviour analysis algorithms with different 

number of training samples and test samples. The X 

axis represents the number of test samples, the Y axis 

represents the number of training samples, and the Z 

axis represents the accuracy rate. With the increase of 

test samples, the accuracy rate has been improved. 

Owing to the influence of noise, the classic K-means 

based anomaly analysis algorithm is very unstable in 

the accuracy rate. The user behaviour analysis method 

based on nearest neighbour cannot identify DDOS 

attacks, so the accuracy rate of identifying abnormal 

behaviours will be affected. The algorithm proposed in 

this paper is not easy to be affected by noise and, so it 

can recognise DDOS attack. It also has certain 

recognition ability for the unknown attack type. 

Therefore, the results show outperformed stability and 

high accuracy of the proposed algorithm. 

6 Conclusion 

Through the analysis of user’s behaviour data and 

the simulation of risk and malicious user behaviour, 

our research provides a scientific verification of the 

cloud user behaviour identification model based on 

multi-label hypernetwork. Through the comparison 

with other models, the experiment shows the 

advantages of our proposed model using different 

metrics. The proposed model in this paper can establish 

a good mutual trust relationship between users and 

mobile cloud environment, achieving fine-grained 

division of user behaviour and improving the accuracy 

of anomaly detection. However, the model is not 

effective enough to identify any unknown attack types 

accurately. There will be more research efforts being 

put into the future work to implement prediction and 

recognition of unknown attack types using metrics of 

detection rate and detection speed. 



A Cloud User Behavior Authentication Model Based on Multi-label Hyper-network 2079 

 

 

(a) K-means-based anomaly analysis algorithm 

 

(b) abnormality analysis algorithm based on nearest 

neighbour 

 

(c) abnormality analysis algorithm based on multi-label 

hyper-network 

Figure 4. The comparison of detecting speed 

 

(a) K-means-based anomaly analysis algorithm 

 

(b) abnormality analysis algorithm based on nearest 

neighbour 

 

(c) abnormality analysis algorithm based on multi-label 

hyper-network 

Figure 5. The comparison of accuracy rate 
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