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Abstract 

Fog radio access networks (F-RANs) are the key 

promising architecture for next-generation wireless 

networks. This paper addresses the cache resource 

allocation problem in multi fog access points (F-APs) of 

F-RANs system. A linear programming (LP)-based 

problem is formulated for optimal allocation of the cache 

resource of multiple F-APs to the user equipments (UEs) 

to maximize the delivered contents while providing the 

minimum user data volume request and transmission 

delay constraints. Simulation results are shown to 

validate the proposed scheme. 

Keywords: Cache resource allocation, Fog access point, 

Optimal, Linear programming 

1 Introduction 

With the rapid advancement of wireless technology, 

mostly smartphones, we are able to witness the abrupt 

increment of internet traffic over the internet. It is 

reported that the global mobile data traffic (mainly 

video) will increase by sevenfold between 2016 and 

2021 [1]. To mitigate the problem associated with the 

increasing demand for mobile data traffic much 

research has addressed the design of 5th-generation 

(5G) cellular communication systems. Among many 

research activities related to the development of 5G 

infrastructure, F-RANs have been considered as a 

promising network architecture for improving spectral 

efficiency (SE) [2-4].  

F-RANs, which is evolved from cloud radio access 

network (C-RAN), differs from the conventional 

cellular architectures, as it pays more attention towards 

the improvement of user experience by minimizing 

latency and transmission delay occurring in the 

backhaul link [5-6]. Unlike C-RAN, F-RANs can 

alleviate the problem associated with the backhaul load 

by enabling remote radio heads (RRHs) with edge 

cache [7]. RRHs with certain caching and signal 

processing capabilities are referred to as F-APs [8]. 

The edge cache in the F-APs has the ability to store 

some content that is more likely to be accessed by the 

users, thereby reducing backhaul load and latency. 

Nonetheless, the fronthaul load is still the key limiting 

factor to the performance of F-RANs [9]. Many studies 

have been done to design the best algorithm to enhance 

the performance of F-RANs in terms of bandwidth 

consumption in content diffusion [10].  

There are some related works worth mentioning. 

The work in [11] focused on designing cache enabled 

RRHs to store popular contents to maximize the 

received data rate under fronthaul capacity and power 

constraints. The paper in [12] presented an 

information-theoretic model of F-RANs to provide a 

latency-centric understanding of the degrees of 

freedom in the F-RANs. Similarly, the work in [13] 

focused on reducing delivery latency and the burden on 

fronthaul links by fully utilizing caching and signal 

processing capabilities of enhanced remote radio heads 

(eRRHs). In addition, the works in [14-16] focused on 

providing higher data rate and the best signal quality 

(BSQ) leading majority of UEs to associate to the 

interesting F-APs which have the better signal to 

interference ratio (SIR). Although these approaches 

obtain higher data rate, the preferred F-APs is most 

likely to be suffered which causes unstable cache 

resource allocation between the F-APs. 

In this paper, to lessen the burden of most 

commonly used F-APs, fully exploit the caching 

capabilities of multiple F-APs and maximize the total 

delivered data content, an optimal LP based method is 

proposed which allocates proper cache resource to UEs 

from F-APs. 

The remainder of this paper is organized as follows. 

The system model is described in section 2. Section 3 

formulates the cache resource optimization problem of 

the multi F-APs F-RANs system. Matlab-based 

simulations are provided in Section 4. Finally, Section 

5 concludes the paper. 
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2 System Model  

This section models a downlink N H×  F-RANs 

system composed of N multi-antenna UEs devices, U = 

(1, 2, …, N), H multi-antenna F-APs, F = (1, 2, …, H), 

1 base-band unit (BBU) pool, and 1 centralized cloud 

as shown in the Figure 1. In the system model diagram, 

fronthaul links are denoted by the solid lines whereas 

air interface links are indicated by dashed lines. Each 

UEs are served by different F-APs that are connected 

to a BBU pool in the cloud via common public radio 

interface (CPRI) cables. 

 

Figure 1. A system model for F-RANs 

The model deals only with F-RANs cache delivery 

phase, so for a full caching case, all the requested files 

are assumed to be stored in the local cache such that it 

can be retrieved directly from the F-AP without 

downloading it from BBU. Since the single F-AP with 

edge cache is not enough to store all the information, 

the model assumes that the portion of the information 

requested by the users is present in many F-APs [11]. 

The single UE can be connected to multiple F-APs at 

the same time based on the concept of global cloud 

radio access network mode [8]. The link capacity 

between UEs and F-APs is determined by Shannon 

capacity limit i.e., 2B log∗ (1 )SIR+ , where B is the 

channel bandwidth. The channel distribution of the air 

interface link is assumed to be a Rayleigh distribution, 

while the fronthaul link capacity is fixed. 

Let 
,

Ai
i jC  be the air interface link capacity between 

UE ( )i i U∈  and access point j ( )j F∈ , , 1
FH
jC  be the 

fronthaul link capacity between access point j and 

cloud 1, and jF  be the cache capacity of F-AP j. 

Similarly, let iR  be the data to be received by the UE i, 

iV  be the minimum data volume requested by UE i and 

,i j∅  be the optimal cache resource allocation 

parameter and can be defined as the portion user i 

requested content in F-AP j. 

3 Problem Formulation  

This section characterizes the maximum total data 

that can be delivered in a multi F-APs F-RANs system 

by solving the cache resource allocation problem 

presented in section 2 with the arbitrary number of 

users, N. The total data obtained by all the users at any 

timeslot t is given by 
1

N

total i
i

R R
=

=∑ , where iR  is 

,
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i j j
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∅∑ . In cache-level transmission, the 

maximization of the total sum of receivable data 

contents of all users can be done by realizing the 

solution of following problem: 

 (P1)     max ,

1 1

N H

i j j

i j

F

= =

⎡ ⎤
∅⎢ ⎥

⎣ ⎦
∑∑  (1) 

 s. t. 
,

,

i j j Ai
i j

F
C

τ

∅
≤   ,i j∀  (2) 

 ,

1

H

i j j i

j

F V

=

∅ ≥∑    i∀  (3) 

 ,

1

1

N

i j

i=

∅ ≤∑       j∀  (4) 

 
,

0i j∅ ≥        ,i j∀  (5) 

where transmission delay τ  is a summation of the 

signal processing and information exchange time 

between F-AP j and the BBU. For simplicity, τ  is 

assumed to be same for all F-APs. In (P1), constraint 

(2) shows that the portion of user data delivery rate 
,i j jF

τ

∅

 obtained from specific F-AP is bounded by the 

air interface link capacity connecting user to that F-AP 

i.e., 
,

Ai
i jC . Likewise, constraint (3) denotes that the total 

data volume obtained by the user must be greater than 

or equal to the volume of the data requested by them. 

Similarly, constraint (4) means that the sum of the 

portion of contents that can be accessed by all the users 

from any particular F-AP cannot be more than 100% of 

its total capacity. Furthermore, constraint (5) ensures 

that the portion of content that any user i can access 

from F-AP j is non-negative. 

The problem (P1) is an optimization problem that 

can be easily solved with a LP server. To find the 

optimal solution for (P1) all the constraints 

representing this problem need to be satisfied. The 

known values of jF , τ , iV  and 
,

Ai
i jC  are used to 

compute the optimal value of 
,i j∅ , such that the cache 

resource allocation problem is solved as well as the 
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total data delivered i.e. totalR  is maximized.  

If any of the constraints presented in (P1) is not 

satisfied, then the solution obtained will not be feasible 

and is referred to as an outage. Outage is a condition in 

which data will not be transferred from F-APs to UEs. 

This can be represented as: 

Outage
1, if  (P1) is not feasible

0, otherwise

⎧
= ⎨
⎩

　

　 　　　 　　

 

3.1 Delivery Phase of Multi F-APs F-RANs 

System 

In this part, problem formulation scenario is 

graphically represented to enhance the readability of 

this paper. 

Figure 2 illustrates an example of delivery phase of 

N H×  F-RANs system with an optimal allocation of 

cache resource. As shown in the figure, the buffer zone 

is regarded as transition phase before UEs receives 

data. The total cache resource of any F-APs is mapped 

to buffer zone as per the user data volume request and 

number of users requesting data at the same time. The 

portion of cache resource allocated by F-APs to any 

UEs depends on the strength of air link capacity with 

which UEs communicates to F-APs. The data delivered 

from the multiple F-APs is at the same time as the UE 

is embedded with multiple antennas. Thus, the total 

data received by any UEs is the summation of portion 

of requested data obtained from connected F-APs. 

 

Figure 2. Illustration of delivery phase of multi F-AP 

F-RANs system 

4 Performance Evaluation  

In this section, MATLAB-based simulations are 

conducted to evaluate the performance of proposed LP-

based method. The nature of total data delivered and 

outage are analyzed for different simulation parameters 

such as, F-AP caching capacity, transmission delay, 

minimum user data volume requirement, and average 

SIR.  

4.1 Simulation Parameters 

Simulations consider a scenario with 6 mobile users 

and 3 F-APs. For simplicity, the channel capacity 

between 6 mobile users and 3 F-APs is considered to 

be dependent on the same average value of SIR. 

Similarly, the cache capacity of 3 F-APs is assumed to 

be the same at any particular timeslot. The channel 

bandwidth of the sub-carriers is assumed to be 20 MHz. 

The minimum data volume requirement is assumed to 

be same for all the users at any particular timeslot. All 

the simulation results are obtained by averaging over 

1,000 random channel realization. The fixed parameter 

settings are listed in Table 1. 

Table 1. Fixed simulation parameters 

Parameters Value 

Number of UEs 6 

Number of F-APs 3 

Channel variation distribution Rayleigh distribution 

Channel capacity 2 (1 )B log SIR∗ +  

Channel bandwidth  20 MHz 

Timeslot 1,000 

 

4.2 Simulation Results 

4.2.1 F-APs Cache Capacity 

In this part, the results of total data delivered 

maximization problem are displayed for the different 

cache capacity of F-APs. The value of τ , average SIR, 

and iV  is taken as 10 ms, 2.5 dB, and 1 Mb 

respectively. 

Figure 3 shows the behavior of total data that is 

delivered for different cache capacity F-APs, provided 

that the minimum data volume requirement for each 

UE is set to 1Mb. There is an outage up to 2 Mb cache 

capacity of F-AP as the total cache capacity of 3 F-APs 

doesn’t satisfy the demand of 6 UEs. After 2 Mb cache 

capacity of each individual F-AP, the total data 

delivered drastically increases till 4 Mb cache capacity 

of F-AP. The total data delivered saturates after 4 Mb 

cache capacity of F-AP due to limiting nature of air 

interface link capacity. As shown in Figure 2, (2-4) Mb 

cache capacity of the F-APs is said to be an optimal 

capacity of F-APs, for which total data that can be 

delivered is maximum. 
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Figure 3. Total data delivered vs. F-APs capacity 

Similarly, Figure 4 shows the probability of an 

outage occurrence for different values of F-APs cache 

capacity. Here, the y-axis representing the probability 

of an outage occurrence is in logarithmic scale to show 

the trends of highest and lowest data types in the same 

graph, while the values used are linear. As illustrated in 

the figure, the probability of an outage occurrence is 1 

up to 2 Mb cache capacity of 3 F-APs which is caused 

by the greater data volume requirement than the total 

cache capacity of F-APs. After 2 Mb cache capacity of 

the F-APs, the probability of an outage occurrence 

drops to less than 0.01, as the total F-APs capacity 

overcomes the total data request. The probability of an 

outage occurrence is ‘not zero’, not even after F-APs 

capacity becomes 2 Mb. It is due to the fluctuating 

nature of air interface link capacity.  

 

Figure 4. Outage probability vs. F-APs capacity 

With the graphs illustrated above, we can easily 

determine the capacity of F-APs that is sufficient to 

meet the requirements of the users such that the 

number of users, the air interface link capacity, 

transmission delay and the user behavior regarding 

minimum data volume requirements are predictable.  

4.2.2 Transmission Delay 

In this part, the results of total data delivered 

maximization problem are displayed for the different 

transmission delay. The value of jF , average SIR, and 

iV  is taken as 6 Mb, 2.5 dB, and 1 Mb respectively. 

Figure 5 illustrates the volume of data that is 

delivered for different values of the transmission delay 

τ  when the minimum user data volume requirement is 

set to 1 Mb. For the first few milliseconds, the volume 

of data transmitted is ‘zero’ as the minimum data 

requested by the users is not attained. After the 

fulfillment of minimum user requirement, the volume 

of total data that is delivered increases as the delay 

constraint is relaxed. However, the volume of total data 

that is delivered comes to saturation level after a 

certain transmission delay due to the optimum 

utilization of available F-APs cache resource. 

 

Figure 5. Total data delivered vs. transmission delay 

Similarly, Figure 6 portraits the probability of an 

outage when the value of transmission delay is varied 

keeping other parameters same. As shown in the figure, 

the probability of an outage is 1 when the transmission 

delay is low, i.e., below 6 ms. Likewise, when the 

transmission delay is increased beyond 6 ms, outage 

probability exponentially decreases and drops to ‘zero’ 

after fulfilling minimum user data request. 

 

Figure 6. Outage probability vs. transmission delay 
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With the graphs presented in Figure 5 and Figure 6, 

we can easily determine the value of transmission 

delay that meets the minimum requirements of the 

users such that total data delivered is maximized. 

4.2.3 Minimum Data Volume Requirement 

In this part, for variable minimum data volume 

requirement iV  the outputs of (P1) are analyzed. The 

value of jF , average SIR, τ  and is taken as 6 Mb, 2.5 

dB, and 30 ms respectively. 

Figure 7 shows the volume of data that is delivered 

for varying minimum user data volume requirement. 

When the user data volume requirement is low, the 

data received is high. Likewise, when the user data 

volume requirement is set to high, the total volume of 

data obtained drops to ‘zero’ as the total cache capacity 

of multi F-APs F-RANs system cannot address the 

minimum requirement of each user. 

Similarly, Figure 8 shows the outage probability for 

varying user data volume requirement. When the user 

data volume requirement is low, the outage probability 

is low. Likewise, when the user data volume 

requirement is set to high, the outage probability soars 

to 100 % as the total cache capacity of multi F-APs of 

F-RANs system cannot address the minimum 

requirement of each user.  

 

Figure 7. Total data delivered vs. minimum data 

volume request 

 

Figure 8. Outage vs. minimum data volume request

4.2.4 Average SIR 

In this part, for variable SIR the outputs of (P1) are 

analyzed. The value of jF , iV , and τ  is taken as 6 Mb, 

2 Mb, and 30 ms respectively. 

Figure 9 shows the volume of data delivered for 

different SIR. When the average value of SIR is poor, 

the total data received by all the users is ‘zero’ as the 

minimum data volume requirement of each user cannot 

be fulfilled with that SIR. Similarly, when the average 

SIR value is increased such that it satisfies minimum 

user requirement, then the data obtained also increases. 

However, the total data received saturates after a 

certain limit due to the fixed cache capacity of F-APs 

irrespective of good strength of the radio signal used. 

Similarly, Figure 10 illustrates the probability of an 

outage for different values of average SIR such that 

other parameters are not changed. As shown in the 

figure, the probability of an outage is 1 when the 

average SIR is low, i.e., below 8. Likewise, when the 

average SIR is increased beyond 8, outage probability 

decreases exponentially and reaches near marginal line. 

 

Figure 9. Total data delivered vs. average SIR 

 

Figure 10. Outage probability vs. average SIR
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With the graphs presented in Figure 9 and Figure 10, 

the optimal value of average SIR can be determined, 

that meets the minimum requirements of the users as 

well as maximizes total data delivered. 

5 Conclusion  

This paper studied the optimal cache resource 

allocation process in multi F-APs of F-RANs system. 

In this paper, LP based method has been proposed to 

allocate the cache resource of multiple F-APs such that 

it is fully utilized. The feasibility of the proposed 

method has been studied under computer simulations 

by setting up the values of system parameters. 

Simulation results validated by our theoretical model 

indicated that the proposed method can maximize the 

total content which can be delivered in F-RANs system 

(up to the total cache capacity of F-APs) and limit the 

occurrence of an outage, provided that; the user 

minimum data volume requirement, average SIR, 

transmission delay and F-APs cache capacity are not 

the limiting factors. For future works, more general 

simulation environments need to be considered.  
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