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Abstract

Specific object recognition technology is an important research component of computer vision and image processing technology and is also used in Industrial Internet and Internet of Things. In recent years, due to the widespread use of visual surveillance systems, specific object recognition technology has been gradually applied in monitoring systems based on image processing. By satisfying image feature invariance under changes in such factors as scale, illumination, and rotation, point-matching methods based on local invariant feature transform (LIFT) have recently become an attractive field for specific object recognition. In this paper, we propose a fast specific object recognition algorithm in a cluttered scene based on LIFT. First, the pyramid level of the reference image that is closest to the scale of the object in the scene image is determined and is referred to as the corresponding level. Next, the resolution of the scene image is increased by enlarging the interpolation based on the corresponding level. Finally, LIFT matches the reference image and interpolated scene image on a single level, reducing false match pairs in addition to considering the number of keypoint restriction problems. The experimental results demonstrate that the proposed algorithm is not only fast but also highly robust compared to existing algorithms. Thus, it can recognize objects correctly.
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1 Introduction

Specific object recognition refers to the recognition of a specific object instance (e.g. my cup), instead of a generic object class/category (e.g. a cup), which is usually called object categorization or generic object recognition. At present, the state-of-the-art technology for object recognition is the use of LIFT (locally invariant features transform) of images [1], and the state-of-the-art technology for object classification is deep learning [2]. In this article, we only focus on the object recognition algorithm.

Automatic target detection and recognition is an important area of computer vision. With the development of target recognition technology, many successful applications have been employed in Industrial Internet and have greatly improved its intelligent level [3-4]. The automatic installation of semiconductor devices based on image recognition was employed in the semiconductor industry starting in 1973 [5-6], as shown in Figure 1, the principle of the transistor assembly machine is to identify the object to be assembled by using the LIFT of the image. This application is one of the most successful applications of computer vision technology in industry [7].

![Transistor assembly machine](image)

**Figure 1.** Transistor assembly machine [5]

In addition to the Industrial Internet field, target recognition has a wide range of potential applications in social life. An earlier successful application is a character pattern recognition system associated with office automation [8], which greatly enhanced the efficiency of traditional literature digitization. This...
technology was subsequently employed for license plate recognition [9-10] in intelligent transportation, currency identification [5] in ATM machines, postal code identification for postal sorting, and fingerprint [11-13] and iris [14] recognition, which is widely used in criminal detection. All of these applications are the part of Internet of Things and result of the development of a target recognition algorithm.

This paper investigates fast specific object recognition technology in a cluttered scene. Specific objects generally have discernible texture, color or shape characteristics, but in cluttered scenes, the features will be subject to varying degrees of damage, such as the influence of light and the occlusion between objects. This paper proposes a specific object recognition algorithm in a cluttered scene for these types of problems. The proposed algorithm is based on the image LIFT model.

The remainder of this paper is organized as follows: Section 2 introduces the LIFT of the image. Section 3 describes the proposed algorithm in detail. Section 4 evaluates the proposed algorithm in cluttered scenes and compares the proposed algorithm with the object recognition algorithm that is also based on the LIFT model. Section 5 summarizes the paper.

2 LIFT of Image

At present, an increasing number of objects play a significant role in human life, such as laptops, mobile phones, U disks and other types of mobile information storage devices. These devices continue to be smaller and more portable, but they are also more likely to be lost and are easy to steal and difficult to control. At the same time, video streaming places a higher real-time performance requirement on the algorithm. LIFT-based object recognition method is currently the state-of-the-art specific object recognition method [1]. The algorithm flow is as follows: First, the reference image containing the object of interest (Figure 2(a)) and the scene image (Figure 2(b)) are collected. Next, the LIFT extraction algorithm is used to detect feature points and extract feature descriptors from both images. Then, the features are matched using their descriptors (Figure 2(c)). Finally, the geometric transformation is estimated, and the outliers are eliminated. This transformation allows us to localize the object in the scene (Figure 2(d)).

2.1 Background

The LIFT method refers to the detection and description of the features that remain unchanged for the various changes in the image, such as geometric transformation, photometric transformation, convolution transformation, and perspective changes. The basic concept of the LIFT method is to extract the essential image attributes. It is independent and can adapt to the specific image content (that is, the feature

Figure 2. A specific object is recognized by the proposed in a cluttered scene, given a reference image of the object

extracts the adaptive change to describe the same image content when the expression changes). The LIFT method typically has a local support neighborhood. Unlike the classical image segmentation algorithm, the local support neighborhood may be any subset of the image, and the boundaries of the support region do not necessarily correspond to changes in the image’s appearance (color or texture). LIFT extraction is generally divided into LIFT detection (typically a point or region) and LIFT description (the expression of the feature region).

Feature detection is a prerequisite for feature description. The purpose of feature detection is to locate the point of interest [15-20], blob [21-23], or area [24] in the image. The LIFT detection algorithms presented in the literature can be divided into three types based on the different feature levels: corner invariant feature, blob invariant feature and regional invariant feature.

Feature description is a prerequisite for feature
matching. The purpose of feature description is to express the feature information by quantifying the attributes of the feature. Numerous LIFT description methods have been presented in the literature and can be divided into distribution-based feature description methods [21, 25, 26], filtering-based feature description methods [27–28], moment-based feature description methods [29–31] and other description methods.

A recent review of the literature [1] summarized the application of the LIFT method in object recognition, concluding that the best performing object recognition systems are built using the Oriented FAST and Rotated Binary Robust Independent Features (BRIEF) (ORB) [32] and scale-invariant feature transform (SIFT) [21] methods. The ORB method is faster, whereas the SIFT method is more robust under real-world conditions. In this paper, the proposed method is based on ORB for the real-time requirements of the system, but it greatly enhances the robustness of the ORB method. So next we describe the ORB algorithm in detail.

2.2 ORB Method

The ORB method is a feature point extraction method with orientation-invariant and noise-insensitive properties. It uses the features from accelerated segment test (FAST) [33] to detect the feature points, and an orientation-invariant feature description is proposed based on the improved BRIEF [34]. The ORB method includes three steps, as detailed below.

2.1.1 Corner Detection

In the ORB method, FAST-9 is used as the corner detection method. To maintain the scale invariance, the ORB method introduces an image pyramid when corner detection is performed and then detects the FAST corner point on each pyramid image.

2.1.2 Determine the Orientation of the Corner

In the ORB method, the direction of the corner point is defined as the direction from the center point of the corner point \( O \) to the center point of the image block \( C \). The moment of an image block is defined as

\[
m_{pq} = \sum_{x,y} x^p y^q I(x, y)
\]  

(1)

The center point of the image block \( C \) is defined as

\[
C = \begin{pmatrix}
m_{00} & m_{10} \\
m_{01} & m_{00}
\end{pmatrix}
\]  

(2)

Then the orientation of the corner \( \theta \) is

\[
\theta = \tan(2(m_{01}, m_{10}))
\]  

(3)

where \( \tan2 \) is the quadrant-aware version of \( \arctan \).

2.1.3 Generate the Descriptor of the Feature Point

First, the BRIEF is calculated. In the ORB method, the size of the image block for calculating the BRIEF descriptor is taken as \( 31 \times 31 \), and the dimension of the feature vector is taken as 256.

The second is the calculation of BRIEF, according to the pixel \( (x_i, y_i) \) selected for calculating the descriptors, \( 2 \times N \) matrix is defined as

\[
S = \begin{pmatrix} x_1, \ldots, x_n \\ y_1, \ldots, y_n \end{pmatrix}
\]  

(4)

The corresponding rotation matrix \( R_\theta \) is constructed using the orientation of the image block \( \theta \). The transformation of \( S \) can be obtained \( S_\theta \).

\[
S_\theta = R_\theta S
\]  

(5)

The steered BRIEF descriptor can be obtained according to the following definition:

\[
g_n(p, \theta) := f_n(p)|{(x_i, y_i)} \in S_\theta
\]  

(6)

Use \( g_n \) generated feature descriptor to ensure that the orientation of descriptors invariance.

Finally, the steered BRIEF is optimized to \( rBRIEF \). Because the high variance and low correlation make the feature easier to distinguish, the ORB has developed a learning method to restore the variance that is lost when calculating the BRIEF descriptor and to reduce the correlation within the binary test subset. The method is as follows:

(1) Calculate the binary test of the entire training image block.

(2) The vector \( T \) is formed by sorting all the tests according to the distance

(3) Search by greedy method:

(a) Move the first test from \( T \) into the result vector \( R \).

(b) Get the next test from \( T \), compare it to the test in \( R \), discard it if the correlation is greater than a threshold, and otherwise add it to \( R \).

(c) Repeat the previous step until there are 256 tests in \( R \). If less than 256, then increase the threshold and then recalculate.

After the above operation, the steered BRIEF descriptor is optimized as a \( rBRIEF \) descriptor and becomes the final feature vector.

3 The Proposed Method

Although we can cite a large number of successful application examples for the target recognition algorithm, this does not mean that this algorithm has become mature. On the contrary, it is not yet a unified and theoretical framework, and there are many challenges in theory and technology. From a theoretical perspective, the theoretical framework of the target recognition algorithm is still in an exploratory phase. Because of the complexity of the
human vision system, it is impossible to develop an accurate simulation, and the academic community has much to learn concerning visual theory. In the application field, the ability of perform in real-time and robustness are two primary problems of the target recognition system, particularly in achieving robust and fast target recognition in a complex scene.

Figure 3 shows the results of specific object recognition using the ORB LIFT extraction algorithm. The accuracy of the location is determined by the number of correct matches, i.e., true positives (TPs). As shown in Figure 3c, the locations of all objects are not accurate. The first reason for this inaccuracy is the problem of scale space. Many false match pairs will occur in the cross-scale matching because the image pyramid is used to simulate the scale changes in the original ORB algorithm and this method is not a continuous variation of scale space. The second issue concerns the image resolution. The resolution of the image pyramid decreases layer-by-layer, and thus, it has a significant impact on the number of keypoints that are detected by neighborhood-based corner detection. Moreover, the ORB keypoints of the image pair are restricted to the same number considering the efficiency, but object recognition in a scene is different from other applications (such as wide-baseline matching). A specific object is only a portion of the scene, and thus, the keypoints of the scene image must be more than that of the reference image.

Figure 4 is the proposed algorithm framework, as shown in figure, the essential capability of our method is to determine the corresponding pyramid level of the reference image that is closest to the scale of the object in the scene image. Based on the corresponding pyramid level, we not only avoid cross-scale false matches but also significantly increase the correct number of matches by enlarging the interpolation. The detailed description is as follows:

**Step 1.** Establish multi-scale characterization models of reference images. Due to the real-time requirements of the algorithm, create a pyramid image \( P_r(x, y, n) \) of the reference image \( I_r(x, y) \).

\[
P_r(x, y, n) = F_{s(n)}[I_r(x, y)], \quad n = 0, 1, 2, \ldots N
\]  

(7)

where \( F_{s(n)} \) is bilinear interpolation which the scale factor \( s(n) = 1/s^{\text{init}}_n \). \( N \) is the total number of levels of the pyramid.

**Step 2.** Apply the ORB matching between \( P_r(x, y, n) \) and the scene image \( I_s(x, y) \), filtered by \( G(x, y, \sigma) \), and obtain the number of matches \( k(n) \). A Gaussian filter can reduce the interference caused by other portions of the scene.

\[
S_{\text{ORB}}(N_r, N_s) \begin{cases} 
    P_r(x, y, n) \\
    I_s(x, y) * G(x, y, \sigma)
\end{cases} \Rightarrow k(n), \quad n = 0, 1, 2, \ldots N
\]  

(8)

where \( S_{\text{ORB}} \) represents single level matching of ORB. \( N_r \) and \( N_s \) are restricted keypoint numbers of the reference image and scene image, respectively. Because we want to obtain the corresponding level, we set \( N_s \) based on the ratio of the image resolution.

\[
N_s = \frac{R_r}{R_s} \cdot N_r
\]  

(9)

where \( R_r \) and \( R_s \) are the resolution of the reference and scene images, respectively.
**Step 3.** Assign different weights to $k(n)$ based on the scale of the pyramid image. Then, obtain the corresponding level $c$ by taking the maximum value of $K(n)$.

$$K(n) = k(n) \cdot s_{init}^n, \quad n = 0, 1, 2...N$$  \hspace{1cm} (10)

$$c = \max[K(n)], \quad n = 0, 1, 2...N$$  \hspace{1cm} (11)

**Step 4.** Calculate the scale factor of the bilinear interpolation according to the corresponding level $c$ and obtain the expanded scene image $E_s(x,y)$ by interpolation $F$.

$$E_s(x,y) = F_{ras}[I_s(x,y)]$$  \hspace{1cm} (12)

**Step 5.** Perform single-level ORB matching between $E_s(x,y)$ and $I_r(x,y)$, filtered by $G(x, y, \sigma)$. Gaussian filtering is used to simulate the loss of details due to expanded interpolation.

$$S_{ORB}(N_r, N_s) \left\{ \begin{array}{l} E_s(x,y) \\ I_r(x,y) \ast G(x, y, \sigma) \end{array} \right.$$  \hspace{1cm} (13)

In addition to the number of restricted keypoints related to the image resolution, there are those related to the content of the image. If the object has less texture, it is easily affected by other objects in the scene that have more texture. Thus, we also must consider image entropy.

$$N_r' = a \cdot \frac{\beta_r}{\beta_t} \cdot \frac{R_r}{R_t} \cdot N_r'$$  \hspace{1cm} (14)

where $a$ is a coefficient factor and $\beta_r$ and $\beta_t$ are global entropies of the reference and scene images, respectively.

The result obtained using the proposed method for specific object recognition is shown in Figure 5. As shown in the figure, the location of each object in the scene is marked precisely. The corresponding level of each specific object is shown in Table 1. The scene image resolution is 980×735.

![Figure 5. The proposed method results](image)

### Table 1. Corresponding level of each specific object

<table>
<thead>
<tr>
<th>Object number</th>
<th>Image resolution</th>
<th>Corresponding level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>294×482</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>343×258</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>294×221</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>734×695</td>
<td>6</td>
</tr>
<tr>
<td>5</td>
<td>487×266</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>368×490</td>
<td>4</td>
</tr>
</tbody>
</table>

Although the proposed method uses single-level matching, it can be easily extended to multi-level correspondence matching, thus further increasing the number of TPs. However, as shown in Table 2, this also increases the execution time. In the next experiment, we show that single-level matching meets the recognition requirements.

### Table 2. Multi-level correspondence matching results

<table>
<thead>
<tr>
<th>level</th>
<th>TP</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>35</td>
<td>57.7</td>
</tr>
<tr>
<td>2</td>
<td>90</td>
<td>98.3</td>
</tr>
<tr>
<td>3</td>
<td>146</td>
<td>136.9</td>
</tr>
<tr>
<td>4</td>
<td>203</td>
<td>171.6</td>
</tr>
<tr>
<td>5</td>
<td>269</td>
<td>194.4</td>
</tr>
<tr>
<td>6</td>
<td>328</td>
<td>223.2</td>
</tr>
<tr>
<td>7</td>
<td>396</td>
<td>233.1</td>
</tr>
<tr>
<td>8</td>
<td>443</td>
<td>250.1</td>
</tr>
</tbody>
</table>

### 4 Experimental Comparison

BRISK [35] is another common feature extraction method based on corner detection and binary description. The proposed method will be compared with ORB and BRISK. A cluttered scene image is shown in Figure 6. The experimental objects are 20 cards with different textures. The resolution of each card is 368×490. Occlusion between the cards is a serious problem.

The experimental parameters are as follows: $N = 7$, $N_r = N_s = 500$, $s_{init} = 1.2$, $\sigma = 0.3$, and $\alpha = 2$, and ORB and BRISK use the same number of restricted keypoints and default values for the remaining parameters. The TP matches are obtained by M-estimator Sample Consensus (MSAC) [36] to eliminate outliers. The experimental results are shown in Table 3. The gray box indicates that the correct location of the card is marked (see Figure 7). As shown in Table 3, the improvement effect of the proposed algorithm is highly significant. The TP rate of the ORB method is low, and only 30% of the cards are correctly marked. The TP rate of the BRISK method was better than that of the ORB method. However, no card was recognized correctly due to the insufficient number of matches. The proposed method is superior in terms of both the number of matches and TP rate, where the number of
matches increased by 36% and the TP rate increased by 8 times compared to the ORB method.

Figure 6. Reference images (368×490) and cluttered scene image (735×980)

Table 3. Comparison of the number of matches and TP rate

<table>
<thead>
<tr>
<th>Card number</th>
<th>ORB Match number</th>
<th>TP rate (%)</th>
<th>BRISK Match number</th>
<th>TP rate (%)</th>
<th>Proposed Match number</th>
<th>TP rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>86</td>
<td>5.81</td>
<td>50</td>
<td>/</td>
<td>91</td>
<td>72.53</td>
</tr>
<tr>
<td>2</td>
<td>59</td>
<td>6.78</td>
<td>18</td>
<td>12.5</td>
<td>63</td>
<td>55.55</td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td>5.55</td>
<td>29</td>
<td>13.79</td>
<td>96</td>
<td>92.71</td>
</tr>
<tr>
<td>4</td>
<td>82</td>
<td>6.09</td>
<td>23</td>
<td>/</td>
<td>124</td>
<td>91.13</td>
</tr>
<tr>
<td>5</td>
<td>84</td>
<td>4.76</td>
<td>27</td>
<td>18.52</td>
<td>23</td>
<td>43.48</td>
</tr>
<tr>
<td>6</td>
<td>71</td>
<td>23.94</td>
<td>18</td>
<td>27.78</td>
<td>91</td>
<td>67.03</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>4.76</td>
<td>32</td>
<td>18.75</td>
<td>112</td>
<td>86.61</td>
</tr>
<tr>
<td>8</td>
<td>73</td>
<td>13.69</td>
<td>30</td>
<td>13.33</td>
<td>152</td>
<td>87.5</td>
</tr>
<tr>
<td>9</td>
<td>87</td>
<td>4.59</td>
<td>16</td>
<td>18.75</td>
<td>50</td>
<td>62</td>
</tr>
<tr>
<td>10</td>
<td>95</td>
<td>16.84</td>
<td>45</td>
<td>8.89</td>
<td>258</td>
<td>87.59</td>
</tr>
<tr>
<td>11</td>
<td>80</td>
<td>5</td>
<td>38</td>
<td>/</td>
<td>31</td>
<td>32.26</td>
</tr>
<tr>
<td>12</td>
<td>109</td>
<td>13.76</td>
<td>25</td>
<td>/</td>
<td>168</td>
<td>89.29</td>
</tr>
<tr>
<td>13</td>
<td>79</td>
<td>11.39</td>
<td>41</td>
<td>/</td>
<td>140</td>
<td>72.86</td>
</tr>
<tr>
<td>14</td>
<td>84</td>
<td>5.95</td>
<td>18</td>
<td>16.66</td>
<td>85</td>
<td>63.77</td>
</tr>
<tr>
<td>15</td>
<td>67</td>
<td>5.97</td>
<td>28</td>
<td>10.71</td>
<td>83</td>
<td>74.69</td>
</tr>
<tr>
<td>16</td>
<td>90</td>
<td>6.67</td>
<td>29</td>
<td>10.34</td>
<td>103</td>
<td>94.17</td>
</tr>
<tr>
<td>17</td>
<td>90</td>
<td>4.44</td>
<td>53</td>
<td>5.66</td>
<td>81</td>
<td>81.48</td>
</tr>
<tr>
<td>18</td>
<td>74</td>
<td>8.11</td>
<td>16</td>
<td>18.75</td>
<td>79</td>
<td>78.48</td>
</tr>
<tr>
<td>19</td>
<td>73</td>
<td>16.44</td>
<td>34</td>
<td>/</td>
<td>234</td>
<td>97.86</td>
</tr>
<tr>
<td>20</td>
<td>62</td>
<td>6.45</td>
<td>11</td>
<td>27.27</td>
<td>119</td>
<td>88.24</td>
</tr>
<tr>
<td>average</td>
<td>80.05</td>
<td>8.85</td>
<td>29.05</td>
<td>15.84</td>
<td><strong>109.15</strong></td>
<td><strong>75.96</strong></td>
</tr>
</tbody>
</table>
The proposed method has been tested in a cluttered scene and has been shown to outperform the BRISK and ORB methods. In contrast to the original multi-level matching method, the proposed algorithm uses an expanded image single match to eliminate a portion of the false matches and increase the number of correct matches. The algorithm proposed in this paper can be applied to content-based image retrieval, robot grasping based on vision and other fields in the future.
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5 Conclusion

In this paper, we proposed a fast specific object recognition algorithm for use in evaluating a scene.
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