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Abstract

As one of the significant parts for Internet of Everything (IoE), vehicular networks provide network services for things in intelligent transport systems. In vehicular networks, vehicle can communicate with vehicles, pedestrians and infrastructures (Internet) by exploiting vehicle to everything (V2X) technologies. Nowadays, emerging applications in vehicular networks require more rich resources and more flexible management mode, while existing technologies of vehicular networks fail to provide these capacities. As two promising network technologies, cloud computing and Software-Defined Networking (SDN) are introduced to vehicular networks to solve these problems. In this paper, we introduce the development of cloud-enabled software-defined vehicular networks (cloud-enabled SDVNs) with focus on its architecture, applications and challenges. We discuss the technical advantages of cloud computing and SDN that can be applied to vehicular networks. The architectures of cloud-enabled SDVNs are presented and the components of the architectures are analyzed. We also provide an overview of some typical applications. In addition, discussion of challenges for using cloud computing and SDN for vehicular networks is presented.
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1 Introduction

With the integration of the transportation industries and advanced information and communications technologies, the number of connected vehicles on the road is increasing. Research and applications on intelligent transportation and vehicular services have become the central of people’s attention. The technologies of vehicular networks provide a solution in support of transportation safety, efficiency and sustainability, user comfort and convenience. Vehicular network is an extension of the Internet of Everything in the field of transportation [1]. In vehicular networks, vehicles can collect information about the surrounding environment [2-3] and their own statuses through the inside sensors, GPS, camera and some other sensing devices. Moreover, vehicle can communicate with everything around it, such as roadside infrastructures, other vehicles, pedestrians and Internet, etc., based on standards for vehicular networks. The vehicle to everything (V2X) paradigm [4-5] can make traffic management, information services [6] and vehicle control more intelligent and efficient.

With increasing public concern about road safety, travel efficiency and driving comfort, vehicular networks were asked to undertake more emerging applications that presents new features. On the one hand, these applications have high requirements for the capacities of computing, storing, networking or sensing. On the other hand, some applications need to analyze massive data from multiple dimensions in centralized authorities [7]. For example, applications like traffic congestion harness needs firstly to collect various roads information and transmit the data to traffic management department; then the data are analyzed via big data related technologies; lastly the administrator takes actions accordingly (scheduling traffic lights, publishing congestion information, etc.) to decrease traffic congestion. However, existing vehicular technologies can hardly satisfy the performance requirements of emerging applications, so new technologies need to be introduced urgently.

As a mature technology, cloud computing [8] has been widely used in information and communication fields. Cloud computing can provide enough computing resources, storage resources and networking resources and has three service models: Software as a Service, Platform as a Service, Infrastructure as a Service [9]. Cloud computing are essentially characterized by on-demand self-service, broad network access, resource pooling, rapid elasticity and measured service. The introduction of cloud computing technologies makes resource-intensive vehicular network applications become easy. Public travel efficiency can be improved by collecting and analyzing the road condition data comprehensively in the clouds.
Conventional cloud computing provides customers with nearly unlimited computing resources, but these resources are located in core networks and thus are far away from users of vehicular networks. When these resources are used, it will bring high latencies, which is unacceptable to latency-sensitive real-time vehicular network applications, such as collision-avoiding applications, which is closely related to human life safety. Therefore, clouds were pushed to the edge of the network [10-11] and located on roadside units or base stations.

From a communication point of view, vehicles can be seen as mobile terminals. With the rise of a variety of on-board equipment and increasingly enhanced capacity, the resources of vehicles become richer [12], but they are not used all the time. Sometimes these resources are under-utilized. Based on this, Eltoweissy et al. proposed the concept of Autonomous Vehicular Clouds (AVCs) [13]. In AVCs, every vehicle acts as a cloud computing node and under-utilized vehicle resources (including computing resources, storage resources, networking resources and sensing resources) are pooled to provide services for those who starve for resources. With the help of AVCs architecture, users can get entertainment content by downloading collaboratively and content sharing, which can not only improve spectrum efficiency but also mitigate the traffic burden of core networks. Cars in parking lots can also become a AVC. In a shopping mall, all the parked cars can be connected to provide computing resources for the mall management. And customers can also be offered some rewards for sharing their car resources [14]. Recently, fog computing [15] has been a hot topic. In fact, according to the definition of fog computing in [16], vehicular cloud is an instance of fog computing in the scenario of vehicular networks.

Cloud computing in vehicular networks can be mainly classified into three types: core clouds, edge clouds, and vehicular clouds. These clouds have different characteristics in terms of function and performance. The introduction of cloud computing technologies in vehicular networks is facing numerous challenges. Firstly, there are many use cases in vehicular networks and these applications have various requirements on resources and their performance. Thus, effective resources adaption schemes are needed in cloud-enabled vehicular networks. Secondly, as vehicles move at high speed on the road, handover between clouds may happen when vehicles are served by the cloud. Thirdly, some applications are accomplished relying on the collaboration of multiple types of clouds. To meet these challenges, it is necessary for vehicular network to choose flexible and manageable network architecture.

Software-Defined Networking (SDN) [17] is a revolutionary change to the traditional network architecture. Its basic concept is to separate the control function from the network switching equipment to form a logically independent and centralized control layer. Therefore, SDN consists of an abstracted control plane and a physical data plane. The data plane is composed of ordinary network switching devices, and the data forwarding and processing mechanism are controlled by the control plane through the forwarding instruction set. The control plane is logically centralized, which can simplify network management and make network more proactive in virtualization. Virtualization technologies make it possible to enable network functions in the universal hardware platform. It is an important trend in future network. The network protocol of the underlying forwarding device can be simplified due to the characteristics of SDN. SDN allows the network control to be programmable [18], which can be able to flexibly schedule and control network resources with software. Furthermore, it can provide a good platform for rapid innovation of research and application.

Introducing the SDN concept into the vehicular networks can help the vehicular networks to obtain simple data transmission and centralized network control. It can make the vehicular communication services more flexible, agile and efficient, and also can simplify the vehicular network management effectively [19-20]. Salahuddin et al. [21] proposed RSU cloud (edge cloud) and exploited SDN to dynamically reconfigure data forwarding rules and instantiate, migrate, and replicate services in RSU cloud. The services of the RSU cloud are expected to meet changing demands of vehicular networks benefiting from the flexibility and programmability of SDN. Moreover, in the framework of SDN, Yu et al. [22] conducted resource sharing between nearby cloudlets in vehicular networks. Managers made resources allocation decision in management plane and the decision was performed in data plane. Therefore, the introduction and use of the SDN principle for solving the difficult problem in vehicular networks is the further trend, which is conducive to promoting network development. In this paper, we aim at presenting the architectures, applications and challenges of Cloud-enabled Software-Defined Vehicular Networks (SDVNs). We expect it can provide inspiration for further research, deployment and application of vehicular network technologies.

Our contributions in this paper are threefold. Firstly, we present potential architectures of cloud-enabled SDVNs and provide comprehensive comparisons of various types of cloud computing in vehicular networks. Secondly, we summarize some typical applications in vehicular networks that have employed cloud-enabled SDVNs to improve network performance. Thirdly, we discuss remaining challenges for using cloud computing and SDN for vehicular networks and point out corresponding research directions.
The remainder of this paper is organized as follows. We introduce the architecture of Cloud-enabled SDVNs in Section 2. Then, we provide an overview of the main applications and services of Cloud-enabled SDVNs in Section 3. In Section 4, some challenges for future research are discussed. Finally, Section 5 concludes this paper.

2 The Architecture of Cloud-enabled SDVNs

Cloud-enabled Software-Defined Vehicular Networks consist of the following two parts, as shown in Figure 1.

- **The mobile part:** the vehicle is the main communication entity. Communication modes mainly include vehicle-to-vehicle (V2V) communication and vehicle-to-infrastructure (V2I) communication. In this part, vehicles that have under-utilized resources and are willing to share them can form vehicular clouds by the way of mutual collaboration. Vehicular clouds are oriented by services and have a life cycle. When user of vehicular network requests a specific service, vehicular cloud come into being and cloud resources are adapted dynamically according to the service requirements; vehicular cloud disappear after the service is satisfied. The attributes that vehicle nodes have independent ownership and vehicles move randomly at high speed make vehicular clouds volatile and fragile, so it is necessary to design effective mechanism to maintain the quality of vehicular cloud services. Besides, since vehicles are closely related with human activities, vehicular clouds present strong sociality; vehicles are equipped with varieties of sensors and thus vehicular clouds have rich sensing resources.

- **The infrastructure part:** the network can be divided into access network and core network, providing access to the Internet and other application services for vehicles. Forwarding devices in access network can include RSUs, cellular base stations, satellites and so on. Both core clouds and edge clouds are in the infrastructure part and these two kinds of clouds have all the capacities (computing, storing, and networking) of the conventional cloud computing. The core clouds lie in core network. They have strong ability to manage and control the entire network and have extremely adequate resources. These characteristics make the core clouds have advantages on applications like big-data-related traffic management. Edge clouds are in the edge of the network and generally are located on roadside unit, base station, or the terrestrial part of the satellites. One of the most evident advantages for edge cloud is that it is close to users and thus has lower latency, which is very critical to delay-sensitive applications.

In order to understand the three kinds of cloud computing comprehensively, the paper compares them by examining service latencies, capacities of service, organization mode, deployment, ownership, and typical applications. The results are shown in Table 1.

Next, the paper first introduces two basic architectures for SDVNs, and then proposes a new hybrid architecture for SDVNs.

2.1 SDVNs Architecture with Limited Control

In the first SDVNs architecture, the decoupling of control and forwarding occurs only in the infrastructure part [23]. For the convenience of description, we simplify the types of devices in the infrastructure part, which are represented by the controller and the SDN-enabled RSU. The controller cannot directly control the vehicle forwarding in the mobile part.
Table 1. Comparisons of three types of cloud computing in vehicular networks

<table>
<thead>
<tr>
<th>Range of Coverage</th>
<th>Core Cloud</th>
<th>Edge Cloud</th>
<th>Vehicular Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ownership</td>
<td>owned by a few famous cloud service providers</td>
<td>owned by operators or cloud service providers</td>
<td>every cloud unit (vehicle) is owned by individuals</td>
</tr>
<tr>
<td>Service Latencies</td>
<td>high</td>
<td>low</td>
<td>low</td>
</tr>
<tr>
<td>Deployment</td>
<td>deploy proactively according to specific requirement</td>
<td>deploy proactively according to specific requirement</td>
<td>establish on-demand</td>
</tr>
<tr>
<td>Organization Mode</td>
<td>centralized</td>
<td>centralized</td>
<td>decentralized</td>
</tr>
<tr>
<td>Typical Applications</td>
<td>traffic congestion avoiding, environment monitoring</td>
<td>autonomous vehicles, collision avoiding</td>
<td>entertainment content sharing, mobile social application</td>
</tr>
</tbody>
</table>

- **Controller.** The logical control center of the SDVNs, which is used to control the network behavior of the entire system. It has dynamic global network interconnection knowledge.
- **SDN-enabled RSU.** Stationary infrastructure device in data plane that are deployed at road sides. Its behavior can be controlled by the controller. Each SDN-enabled RSU maintains flow tables that pertain to the forwarding policies and receives flow rules from controller. Moreover, SDN-enabled RSU can communicate with the neighborhood vehicles via wireless interface.

- **Vehicle.** The main communication body in the mobile part. The vehicle can support the communication protocols that are designed for traditional vehicular ad hoc networks. In this architecture, the forwarding behaviors of vehicles are not controlled by the controller.

The vehicle sends a message to the RSU. If this is a new message, the RSU cannot match the existing flow entry in its flow table. Then, it will send corresponding control message to inform the controller. The controller determines the forwarding path for this new message, and then controls the flow table content of the RSUs. When the RSU receives the subsequent same messages again, it can perform the action according to the matching entry in the flow table without the participation of the controller.

The Limited Control SDVNs architecture can leverage the benefits of SDN logically centralized control to improve network performance. This system is simple and easy to implement. However, it does not integrate vehicular network with SDN thoroughly. Considering the sparse deployment and limited communication range, RSUs may not cover all vehicles on the roads. However, the control center only distributes flow rules to RSUs and cannot control the vehicle forwarding. Therefore, the controller’s ability to manage and control the V2V communication is weak. It cannot better play the advantages of flexible, convenient and fast inter-vehicle communication.

2.2 SDVNs Architecture with Full Control

In the second SDVNs architecture, the data forwarding plane devices include SDN-enabled vehicles as well as the SDN-enabled RSUs [24]. In this mode, the controller can control all the actions of underlying vehicles and RSUs through pushing down the flow rules. The definitions of the controller and the SDN-enabled RSU are the same with the first architecture mentioned above. The SDN-enabled vehicle will be introduced as follow:

- **SDN-enabled vehicle.** The mobile device in the data plane. Its behavior can be controlled by the controller. Vehicles can communicate with RSUs and other vehicles via wireless interface. A significant feature of the ad hoc network is that the node can act as host and router. Therefore, a SDN-enabled vehicle can be both a forwarding device and a terminal device.

Compared with the limited control SDVNs architecture, the Full Control SDVNs architecture can more fully grasp the global information of networks and make better decisions. Network management will be more thorough. This can make the network more flexible and suitable for reacting to the changing requirements. For the full control SDVNs architecture, learning the network topology is important. Each vehicle can learn information about neighbors via beacon messages. And the vehicle information can be periodically updated to the controller. Controller can build a node connectivity graph for making intelligent decisions, such as the selection of routing paths through the network. Therefore, this architecture can provide better management of mobility in mobile part.

However, due to the large scale of the network and the rapid movement of vehicles, in order to ensure that the controller can get the latest network topology and update information timely and accurately, the vehicles need to report the latest changes to the controller frequently. The amount of generated data about the vehicle status and communication link is very large, which may lead to huge network pressure and bandwidth consumption.

2.3 SDVNs Architecture with Hybrid Control Based on Public Bus

In the paper, we propose the hybrid control SDVNs architecture, the controller can control both the infrastructure part of the network and a part of the
mobile part. There are four components in this architecture: the controller, the SDN-enabled RSU, the SDN-enabled Bus, and the ordinary vehicle, as shown in Figure 2. Except the SDN-enabled bus, the other three components are identical with the limited control SDVNs architecture. The basic function of SDN-enabled Bus is introduced as follow:

- **SDN-enabled Bus.** The mobile device in data plane. The SDN-enabled bus will inform controller of its state information and the controller will control the bus by flow rules. The ordinary vehicles can choose RSU or Bus to forward data depending on its current wireless environment.

In this architecture, buses can support both SDN-based forwarding and traditional forwarding. Messages sent by ordinary vehicles can be delivered to the controller via buses or RSUs. The forwarding paths of the messages are determined by the controller. Then, the RSUs and the buses can forward the messages according to the forwarding rules received from controller, and also can forward the data needed by the ordinary vehicle to them.

Because these public buses usually have fixed travel routes and predictable arrival times, the frequency of updating information caused by the vehicle movement can be greatly reduced with the preset information in the controller. Therefore, the Hybrid Control SDVNs architecture has lower management overhead than the full control SDVNs architecture. Moreover, compared with the limited control SDVNs architecture, the hybrid control SDVNs architecture can manage the network more flexible and intelligent by utilizing the advantages of the bus’s mobility and widespread deployment. In addition, buses are quite common on the road and can provide Internet access for a large set of the passengers. They are usually designed to cover almost all parts of the urban, which can improve the network connectivity. And they have higher security and trustworthiness for the general public. The management, deployment and update of public buses will also be easier than that of the private cars. These advantages make it easier to promote the deployment and application of the SDVNs.

3 Applications

Many works have been proposed to take advantage of the cloud-enabled SDVNs. In the following, we will present some application examples.

3.1 Sensory Data Transmission

The sensory data transmission is an important and fundamental application in vehicular networks. Today there have been more than 100 sensors equipped on the modern vehicles [25]. Vehicles can provide these sensory parameters via the onboard diagnostic (OBD) interface and share sensory data via wireless communication. Moreover, with the development of wireless technologies, vehicular networking is becoming heterogeneous. Data transmission over this heterogeneous network should be considered.

In [24], the researchers proposed a novel data transmission method based on the SDVNs architecture, which utilizing the unified abstraction to manage heterogeneous network resources. In this solution, different network resources can be scheduled under unified management for minimizing communication cost. Whenever there is data to be transmitted, SDVNs can adaptively choose appropriate network interfaces. The scheduling problem is formulated as a discrete optimization issue. Moreover, the researchers provided two mathematical models to describe the dynamic nature of SDVNs for one-hop and multiple-hop communications respectively. With the benefits brought by SDN, the researchers can use minimized communication cost to collect the network information and obtain better overall network performance.

3.2 Content Distribution

It is not easy to achieve large scale high data rate content distribution in vehicular networks. Because the network connectivity is intermittent due to the sparse deployment of RSUs, the short communication ranges of the vehicles, and the high vehicle mobility. Connections between vehicles and RSUs are frequently broken and reestablished. Transmitting a large amount of data in a short time is not an easy thing.

In [26], the researchers proposed a Type-Based Content Distribution approach utilizing the SDN technology to support the replication and caching. The content types include real-time traffic information and bandwidth-intensive media data. According to the types of the content and the number of subscribers, a push-and-pull pattern is designed to transmit the content more efficiently. In this push-and-pull pattern, an appropriate connection between the server and the subscriber can be established through deploying the SDN logic agents on server, switches and RSUs. With the help of the SDN technology, the proposed approaches can balance the reliability and the redundancy of the content forwarding, and minimize
the impact of disconnection.

With the evolution of vehicular technology, a variety of software are equipped on modern vehicles and software update becomes a challenging problem. Azizian et al. [27] proposed to distribute vehicle software updates based on SDN and cloud computing. In the proposed architecture, data centers, RSUs, and BSs form a cloud together. Vehicles and cloud elements act as SDN devices and SDN controllers are located in some of the data centers or edge equipment. Vehicles that can connect to BSs or RSUs send their neighborhood information to the SDN controller. With this information, the controller acquires the vehicles’ connectivity graph and then updates flow tables. Besides, the controller also assigns the frequency band to vehicles. Finally, the SDN devices distribute software updates to vehicles according to flow rules and the allocated frequency band.

3.3 Data Scheduling and Offloading

Efficient data scheduling is essential for the implementation of vehicular networks. The quality of such services is largely dependent on the communication efficiency between the RSUs and the vehicles.

Liu et al. [28] proposed a cooperative data scheduling in hybrid vehicular ad hoc networks considering the delay-sensitive applications, such as intersection control systems, speed advisory systems, traffic management systems, etc. The cooperative data scheduling is based on a logically centralized control at the RSU. The RSU can instruct the vehicles to switch channel and transmit/receive data by delivering scheduling decisions to vehicles. The centralized scheduling is entirely the responsibility of the RSU and the vehicle does not need to maintain control information. In the proposed scheduling approach, vehicles can switch between infrastructure-to-vehicle (I2V) and vehicle-to-vehicle (V2V) communications. In the future work, the coordination of the RSUs can be considered resembling the logically centralized control of SDN in distributed networks.

In [29], SDN and mobile edge computing were used to offload communication data in cellular network by V2V communication mode. Firstly, vehicle’s context information was collected and transmitted to the centralized management platform; then routing paths between vehicles were calculated by SDN controller; finally, the controller notified vehicles of the calculated results and vehicles would change the links from cellular network to vehicular networks. In the proposed architecture, the SDN controller was located in the edge of the network (the Base Station) to satisfy the requirement of latency in vehicular networks.

3.4 Privacy Protection

In order to be accepted by the public and realize the commercial deployment, the practical designs of vehicular networks have to be able to meet the security requirements. Considering the close relationship between the vehicle and drivers’ privacy, the privacy has been a key concern in vehicular networks. Malicious nodes could trace or profile the driver’s activities by analyzing the information transmitted from the targeted vehicle. Therefore, the privacy protection is an important aspect of security problems, which should be considered and tackled.

Pseudonym is the basis for vehicles to protect location privacy. In [30], the researchers proposed a software-defined pseudonym system for secure vehicular clouds taking the flexibility and efficiency of pseudonym management into account. SDN technology is exploited to improve the pseudonym resource utilization, simplify the pseudonym management and enhance the location privacy. An optimal pseudonym resource scheduling strategy can be determined by SDN controller from a global perspective. A hierarchical manner is used to promptly schedule and elastically manage the distributed pseudonym pools. Moreover, the researchers adopted a two-side matching theory to solve the pseudonym matching problem, which decreased the system overheads.

4 Challenges and Research Directions

Though having bright prospects, the cloud-enabled SDVNs are facing many challenges. In this section, we will point out some main challenges and future research directions in cloud-enabled SDVNs. Handling these challenges will make the cloud-enabled SDVNs more feasible.

4.1 Heterogeneous Networks

The technical development of wireless communications will increase the heterogeneity of vehicular networks [31-32]. Smart vehicles can access the Internet via cellular networks with the technologies of the Universal Mobile Telecommunications System (UMTS), the fourth generation (4G) Long Term Evolution (LTE), and the direct Device-to-Device (D2D) communication included in the upcoming fifth generation (5G) networks. Meanwhile, many wireless communication technologies can be used to establish vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications, such as the Dedicated Short-Range Communication (DSRC), WiFi, WiMAX, and so on. Moreover, the wireless technologies like ZigBee, Bluetooth, RFID are also applied in different vehicular application scenarios. A vehicle can support multiple wireless technologies simultaneously. The heterogeneity of networks usually leads to the inefficiency of network resource utilization and poor interoperability.

The heterogeneity of vehicular networks poses a challenge to vehicular clouds. The design of vehicular
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cloud architecture should take into account diversity of wireless technologies in vehicular networks. The technologies used to connect vehicles to be a cloud should be compatible to different communication modes of physical layer.

An example scenario of the heterogeneous vehicular networks (HetVNETs) is shown in Figure 3. The SDN technology can bring many benefits to the HetVNETs.

![Figure 3. A scenario of heterogeneous vehicular networks](image)

- **Better interoperability.** With the decoupling of the control plane and data plane of SDN, all forwarding devices supporting different wireless technologies can be abstracted as SDN switches. The control plane can provide unified control and management, which promotes the network integration.

- **Higher network resource utilization.** Different wireless technologies in HetVNETs can bring more opportunities to transmit data with lower communication cost. With the logically centralized control and global knowledge of controller, SDN makes the coordination and allocation of HetVNETs network resources easier and more effective.

Different from other types of heterogeneous networks, applying SDN to HetVNETs poses more challenges because of the high mobility of nodes, ad-hoc communication model and so on, which needs to be properly considered. The high vehicle mobility and ad-hoc communication model make the vehicular network topology highly dynamic. The statuses of mobile vehicles change frequently. It is difficult for the controller to maintain the accuracy and consistency of network topology information. Hence, the SDN management overhead will increase.

### 4.2 Network Virtualization

In the information communication technologies, virtualization provides a mechanism that separates the system services from its underlying physical infrastructure and improves the entire system performance greatly. Now the virtualization of storing resources and computing resources has been fully developed while the network virtualization is still in its infancy. Besides the ability to deal with the heterogeneity of underlying network devices, network virtualization technologies has great advantages in network resource sharing, network users isolation, network resource aggregation, resource dynamic allocation and network management [33]. The emerging SDN provides a good opportunity for the development of network virtualization.

It is a growing trend to introduce network virtualization into the future vehicular network. Firstly, the future vehicular network is a heterogeneous network that contains varieties of underlying network infrastructure, such as RSUs, cell base stations and satellites etc. Virtualization technology is a suitable way to solving network heterogeneity problem. Then, in the design of the architecture of vehicular network, it has to be taken into consideration that the drastic fluctuation of the number of vehicular users and the requirement of service in time and space. For example, in the same day, there are more vehicular users during the period of commute than other period of the day; on the same road, there are more vehicular users on the congested sections than other sections of the road. These dynamic requirements for network resource can be satisfied by the flexible allocation to network resource, in which the network virtualization technology has inherent advantages. Thirdly, with the aid of virtualization technologies, vehicular network can be slicing into various virtual parts to decrease chances of packet broadcast collision, reduce packet delivery delay and enhance the network performance.

### 4.3 Security

The security is one of the key challenges in vehicular networks [34]. Unlike traditional wired
networks, vehicular network lacks defense such as firewalls and gateways. And it also inherits the security weaknesses of Mobile Ad Hoc Networks (MANETs) [35]. For example, the data is easily monitored, altered and forged. Due to the open environment of vehicular networks, security attacks could come from various sources and imperil all nodes. Malicious attacks and service abuses could bring great threats to drivers. Moreover, the large scale of the network and the high vehicle mobility make the design of security protocols more challenging. Therefore, vehicular network is suffering from more security problems. Security concern has been a decisive factor in the wide acceptance of vehicular networks to the public and impacted the commercial deployment.

Security problem is especially important in vehicular clouds [36]. Vehicular clouds are formed by resource sharing in participants and one of the most important conditions for resource sharing is building trust relationship. Here, the trust is bidirectional. On the one hand, a vehicle is only willing to join vehicular cloud that is secure. Participating an insecure cloud environment may expose itself to the possibility of danger. On the other hand, it is necessary for vehicular cloud to assure that the new members of the cloud are trustful. Vehicular cloud should have the ability to prevent malicious vehicle node to join the cloud.

Benefiting from the features of the SDN, such as the logically centralized control, the global knowledge of network state and the programmability of networks, novel effective solutions can be designed and deployed to address network security problems. SDN provides centralized control to make sure that the protection strategies and configurations can meet the security requirements proactively. Moreover, potential security threats can be detected through the analysis of traffic patterns based on the collection of global network status. If the attacks are detected, SDN can dynamically quarantine the malicious nodes and block the attack traffic. In addition, SDN permits programmatic control over the network, which can provide more opportunities to implement novel and flexible network security policies.

5 Conclusion and Future Work

This paper has discussed the potential of the cloud-enabled SDN paradigm in vehicular networking environment. First, we introduce the architecture of the cloud-enabled SDVNs. From various perspectives, the properties of core cloud, edge cloud and vehicular cloud have been analyzed. These kinds of cloud computing show their outstanding performance in certain aspects separately and can provide better services for corresponding use cases in vehicular networks. And we also introduce three kinds of SDVNs architectures including the limited control SDVNs architecture, the full control SDVNs architecture and the hybrid control SDVNs architecture. They are classified according to the control capability of SDN controller and the kinds of devices in the data plane. Then, we present some applications and services of cloud computing and SDN for vehicular networks, such as data transmission, content distribution, data scheduling, privacy protection. Finally, we believe that cloud-enabled SDVNs is a promising direction for future development of the vehicular networks. Meanwhile, it also faces many challenges due to the high mobility of vehicles and dynamic network topology. Some future research challenges are discussed in terms of heterogeneous network, network virtualization and security. We expect that this work can provide help for further research of cloud-enabled SDVNs technologies.
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