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Abstract 

Knowledge skills in the ICT-industry always evolve. 

With the vast variety of jobs available, it is unlikely to 

educate students with skills to fit every job-requirement. 

This issue inspired us to develop the Learning Content 

Recommender (LCRec) for students to find appropriate 

learning contents based on required job-skills. In order to 

bridge the required skill for industry and academia, we 

have to work on IT job-skills and the Computer Science 

Curriculum 2013 (CS2013). Skills from 48 publicly 

available job searching websites are used to investigate 

what the industry needs. We carried out experiments 

among professionals, academics, and students to test the 

usefulness of LCRec, and evaluated the feedbacks. 

LCRec successfully used Knowledge Units from CS2013, 

Wikipedia, and essential skills from job hunting websites, 

to benefit entry-level job seekers for finding necessary 

learning contents to study. It is also convenient for 

academics to look at the skills needed in industries, and 

to consider enhancing the curriculum with new skills. 

The study result demonstrated that it is possible to bridge 

the gap (what learning contents are lacking) between the 

academia and the industry. 

Keywords: Learning content recommendation, 

Knowledge management, Auto generated 

contents, Wikipedia, Computer Science 

Curriculum 2013 

1 Introduction 

The software development industry is rapidly 

growing every year with new technologies and 

emerging innovations. As a result, employees who 

have been in the Information Communications 

Technology (ICT) industry regularly need to gain new 

skills and to be updated with new technologies. With 

the growing knowledge and a vast variety of different 

jobs available to graduates, it is not possible to educate 

students with all necessary skills that they will need for 

different potential jobs. However, one of the main 

duties for universities is to prepare students for their 

future careers, and to ensure that they are equipped 

with the knowledge and skills necessary to succeed 

after graduation.  

According to recent research findings, there exists a 

huge gap between what is being taught in the 

university and what industry actually needs in terms of 

professional skills and talents [1]. Computer Science, 

information systems and IT students do not always 

have the necessary technical capabilities, personal 

skills and knowledge to succeed in their careers after 

graduation [2-3]. This deficiency indicates a gap 

between the abilities of graduates and industry 

expectations. 

In order to bridge the gap between graduate 

competency and industry expectations, universities 

need to work more closely with industries and place 

required skills and knowledge in the curriculum. In a 

university system, revising a curriculum according to 

the industry requirements would not be an easy task. 

Therefore, it could be a useful service for instructors to 

indicate a specific job, and the system can discover a 

list of required skills that are related to that job. The 

university instructors can add additional knowledge or 

materials that related to the job-skills to their syllabus. 

In turn, students graduating from a computing 

curriculum can employ the same services to match the 

skill set with a career goal. 

The main goal of our research is to construct the 

Learning Content Recommender (LCRec) system for 

both instructor and students to discover appropriate 

learning contents, based on the intended job criteria. 

First, LCRec helps the user to search for an intended 

job and provides the results as two type of functions: 

from job to skills and from skill to jobs. The first 

function provides the mapping between a job position 

and the related skills that were extracted from job 
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descriptions. The second inform users whether 

particular skills can be applied to a set of job positions. 

Finally, LCRec produces a collection of learning 

contents analyzing the correlations between job-skills 

and Knowledge Units (KUs) from Computer Science 

Curriculum 2013 (CS2013), a recent update of 

Computing Curricula 2001 (CC2001) [4]. Our on-line 

system and instruction are available at http://brs. 

minelab.tw. Please visit this website to try the system. 

The demonstration of functionality, how to use the 

system, and the analysis of test outcomes are available 

at http://brs.minelab.tw/about/demo.html.  

The rest of the paper is organized as follows. Section 

2 presents related. In Section 3, we introduce the 

proposed system, methodologies, and system 

functionalities. Section 4 provides experiments and 

evaluations. In Section 5, we compare our approach 

with Wikibooks. Discussion and conclusion are 

presented in Section 6 and 7, respectively. 

2 Related Studies 

2.1 Learning Content Recommendation 

Educational recommender systems should deliver 

learning materials to students in a format that best suits 

an individual student’s personal preference and 

learning experience. Recommending learning contents 

should be pedagogically guided by educational 

objectives, and not only by learners’ preferences [5, 

16]. Learners achieve different levels of capabilities, 

which have various levels in different learning domains. 

Therefore, it is important to identify the relevant 

learning goals and use a system to support learners. 

Building a learning content recommendation system 

for job-skills in the fields of ICT is different compared 

to other domains. Fields in ICT rapidly change with the 

new technologies and emerging innovations. In order 

to catch up the new changes, our proposed system 

recommends learning contents based on the most 

recent required skills, which were extracted from the 

latest job posts on the Internet that we did not found 

this kind of work in the existed research. 

Tang and McCalla [7] introduced a smart 

recommendation for an e-learning system by pointing 

out the differences of making recommendations in e-

learning and other domains. They proposed two 

pedagogy features in the recommendation: learner 

interest and background knowledge. Mödritscher [8] 

introduced recommended strategies for supporting 

collaborative activities in the personal learning 

environment (PLE) settings. The author characterized 

collaborative activities in such situations and built a 

model of learning activities in order to capture learner 

interactions with the environment and to generate 

recommendations. Another e-Learning personalization 

system was developed based on hybrid recommendation 

strategy and learning style identification [10]. In this 

work, their personalized e-learning system can 

automatically adapt to the interests, habits and 

knowledge levels of learners. Kanetkar et al. [11] 

proposed a hybrid approach and implemented a 

prototype system in the course repository of the Virtual 

University of Tunis. Castillo-Carrero et al. [12] 

implemented a prototype of learning content 

recommendation system based on ClipIt, using social 

networks in education. 

2.2 Book Recommendation 

Numerous research studies were carried out in the 

area of recommending books to users based on their 

interest. De Clercq et al. [17] investigated on extracting 

and adding semantic features based on Linked Open 

Data to a content-based book recommender. Chen et al. 

[18] applied item-based collaborative filtering 

approach to analyzing the users’ behavior on a large 

book loan data of a university library system to 

recommend books. According to the research studies 

of [19], and [20], authors introduced a book 

recommendation systems based on combined features 

of content-based filtering, collaborative filtering and 

association rule mining to produce efficient and 

effective recommendation based on the buyer’s interest. 

On top of the commonly used recommendation 

techniques, there have been numerous research studies 

and a number of recommender systems developed to 

recommend books using different classification 

techniques [21-24]. Semantic Analysis, Nippon 

Decimal Classification (NDC), Opinion mining 

techniques, Naive Bayesian classifier, and other 

recommendation approaches like demographically 

based systems and community-based systems are 

selected ones. 

After analyzing previous book recommenders, we 

found that most authors focused on either curriculum 

as the baseline for course content [7-10, 15], or on 

personal learning recommendations [11-12, 14]. In 

addition, various studies were carried out to find the 

gap between academia and industries [1-2]. Muthyala 

et al. [34] proposed an algorithm for job searching 

based on user profiles or resume, to enhance searching 

results by using skills or company history. However, 

the authors have not focused on learning contents. 

Instead, our proposed system recommends learning 

contents based on job-skills that have significant 

relationship with the academic curriculum. 

2.3 The Computer Science Curriculum (CS2013) 

Since 1978, Computer Science educators have 

looked to the ACM and the IEEE for guidelines for 

building undergraduate Computer Science courses and 

degrees [25-26]. CS2013 identified the essential skills 

and knowledge that should be required of all graduates 

of Computer Science programs [27]. Scholars surveyed 

approximately 1,500 Computer Science department 

chairs and undergraduate studies directors in the US. 
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CS2013 is categorized into a list of 18 Knowledge 

Areas (KAs), corresponding to the essential areas of 

computing study. All KAs consist of the body of 

knowledge called Knowledge Units (KUs):163 

knowledge units in total. Topics in KUs are identified 

as “Core” or “Elective.” The Core topics are further 

subdivided into “Tier-1” and “Tier-2”. The Core Tier-1 

topics are compulsory courses available in any 

Computer Science curriculum where all students 

should complete during their introductory courses. The 

Core Tier-2 topics are generally essential in 

undergraduate Computer Science degree programs. 

Computer Science programs can allow students to 

focus on certain areas in which some Core Tier-2 

topics are not required. Figure 1 shows a hierarchical 

representation of the “Algorithms and Complexity” 

from the list of Knowledge Areas, which includes 

seven KUs, Core-Tier1 topics, Core-Tier2 topics, and 

learning outcomes.  

 

Figure 1. An example illustration of Computer Science Curriculum 2013 structure 

There is a lot of research [3, 6-7] proposed the 

advised system for course selection. They utilize 

various technologies for construction of the application 

for university course advising. However, their research 

did not consider using job-skills information. In the 

initial stage of our study, we explored KAs and KUs 

from CS2013 before considering job-skill data from 

the industry. 

2.4 The Gab between Academia and 

Information Communications Technology 

(ICT) Industry 

Technologies are rapidly growing and emerging 

innovation. It is impossible for universities to educate 

students with the necessary skills that they will need to 

know for every potential job. According to the recent 

research studies, it has been recognized that most 

graduates are not fulfilling the industry requirements of 

required skills, abilities and knowledge [2, 30]. This 

indicates a gap between the abilities of graduates and 

industry expectations and it can prevent them from 

succeeding in their careers. 

Radermacher and Walia [31] discussed why students 

are graduated with lack of required skills and abilities. 

They found out that there are still missing areas where 

students do not possess with necessary skills or 

knowledge as expected by the industry. Fuqha et al. [1] 

revealed that there is a huge gap between what is being 

taught in the university and what industry actually 

needs in terms of professional skills and talents. 

According to the aforementioned studies, it reveals that 

the curriculum should be up-to-date and cover the 

industrial requirements including graduates’ working 

abilities, skills, and knowledge. However, it is not an 

easy task to improve the curricular regularly. 

3 The Proposed System 

In this section, we introduced our Learning Contents 

Recommender (LCRec), which was developed for 

producing learning contents based on required job-

skills (JSs) and knowledge units (KUs) from CS2013. 

As of now, CS2013 is the latest curricular guidelines 

for undergraduate programs in Computer Science. KUs 

were used as the first dataset, which is the base of 

knowledge for computer science students. In order to 

identify the industry requirements for IT, we extracted 

the job-skills from the real IT job websites and used 

them in our system, as the second dataset. 

Figure 2 illustrates the system architecture in two 

separate sections: the Interface Block (top) and the 

Functional Block (bottom). LCRec users directly 

interact with the functions presented in the Interface 

Block. First, the user provides keywords of the job-

position, the job-skill, or both in the search boxes as 

the input data. Then, the system will show a list of 

relevant job-positions, job-skills, and a short 

description of each job-positions. The user can select 
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the interesting job-position or job-skill and get the 

learning contents based on their interested skill. 

Learning contents are generated by the system for 

users in PDF file based on job-skills and the relevant 

knowledge. Moreover, we evaluate user satisfaction by 

constructing three different questionnaires for three 

groups’ user including professional, academic, and 

student. Interested readers should visit our website for 

a demo at http://brs.minelab.tw/about/demo.html. 

 

Figure 2. The system architecture of Learning Contents Recommendation System (LCRec)  

In the Functional Block diagram, first, we crawled 

job information from 48 websites. Then, we extracted 

the required skills from the job description. All job-

skills were standardized by the skill-dictionary, which 

was constructed by referring skill-center from 

www.dice.com and Wikipedia. How to standardize 

Job-skills was explained in section 3.3.1 and Algorithm 

1; the extracted Job-skills are in various style, such as 

“C”, “C language”, “C programming”, etc. To avoid 

ambiguity, we created the Skill-Dictionary to 

standardize all job-skills. Hence, above skills will be 

transformed to “C (programming language)”. Next, 

text pre-processing techniques were applied: word-

tokenization, removing stop-words, and word 

stemming, to clean our data sources. KUs and JSs were 

represented as a vector of a weighted point cloud of 

embedded words. We leverage word2vec model which 

celebrated by Mikolov [13]. This model learns a vector 

representation for each word using a neural network 

language model. We then apply cosine similarity 

method to define the relation between KUs and JSs. 

The processed result is a set of correspondence 

between the base of knowledge and job-skills. We 

extracted keywords from KUs using Rapid Automatic 

Keyword Extraction (RAKE) algorithm [29] then used 

Wikipedia articles and Wikipedia categories to 

standardize these keywords. Finally, LCRec generated 

a PDF file, which includes a collection of learning 

contents extracted from Wikipedia. 

3.1 Data Collection 

3.1.1 Job Data 

The main job data set involves 32,198 entries for job 

representation. Job attributes include the following 

fields: a job id, a job title, job description, the location 

of a company, the name of an employer, job category 

such as IT, Telecommunication, Monitoring, annual 

salary, and the reference to the job website.  

We used real and live data available on different 

job-hunting sites. There are in total 48 job websites 

(http://brs.minelab.tw/about/paper_ref.html?#jobwebsit

e.), 951 locations, 3,334 companies, and 21,531 titles 

in our experiments. After examining the contents, it 
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shows that 29,961 jobs have related skills on Computer 

Science while 2,237 jobs do not related. Figure 3 

shows an example of job-description that we used 

“web developer” as a keyword for retrieving job 

position from the cv-library.co.uk website. We can 

observe the required skills embedded in the description. 

A web crawler can be used to retrieve the job 

description and to extract the required skills. 

 

Figure 3. Job description example from cv-library. 

co.uk used “web developer” as the keyword 

 

(a) The vector representation of HTML skill  

 

(b) The matching between HTML skill and all 

Knowledge Units 

Figure 4.  

3.1.2 Skill Data 

Our skill dataset consists of 2,799 entries, which are 

related to Computer Sciences. Those skills were 

normalized by the skill-dictionary. To creating the 

skill-dictionary are explained in Section 3.3.1. 

Additional descriptions of each skill were extracted 

from Wikipedia by using MediaWiki API, which is a 

web service that provides convenient access to wiki 

features, data, and metadata over HTTP. We employed 

query and parse “actions” as parameters to obtain 

information.  

3.2 System Functionalities 

3.2.1 Job Position Recommendation 

This method uses a content-based similarity 

technique to find relevant job positions with given 

keywords from the user. In this process, standard 

procedures for text preprocessing were applied, such as 

Tokenization, Stop-words removal, and Word 

stemming. The given keyword is searched in the job 

collection to find the relevant job position. The job 

collection is represented in vector space model, which 

is an algebraic model for representing text document as 

vectors of identifiers. Cosine-Similarity and TF-IDF 

weight were used to find the relevant job positions with 

user query terms. The results are ranked based on the 

similarity score then display n job position to the user. 

Figure 5 shown the example of required skills based on 

job position and the list of job positions based on job 

skill. Users could select an interest job or skill. 

 

Figure 5. The list of required skills based on job 

position 

3.2.2 Job-Skill and Knowledge Units Matching 

One of the main purposes of LCRec is to bridge the 

gap between academic and industries. To overcome 

this issue, we created the matching function to identify 

the relation between KUs and JSs. Each job-skill and 

knowledge unit was represented as a vector of word 

embedded weight from the trained model. The ability 

to train on very large datasets allows the model to learn 
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complex word relationships. We trained the word2vec 

on Wikipedia corpus with 100 embedded dimensions 

based on the skip-gram model which are shown Figure 

6. Each word of skill description are represented as a 

weight vector. The Term Frequency (TF) of each word 

in our dataset (KUs and JSs) are found and are 

multiplied with its corresponding word vector. We sum 

the word vectors together element wise to get a single 

vector. Finally, each our data is represented by Nx1 

dimensional vector, where N is the number of skill’s 

feature. Figure 4(a). demonstrates the vector 

representation of HTML skill with NxK dimensions, 

which N is the number of HTML’s feature and K is the 

embedded dimension. After, each word vector is 

multiplied with its TF, we then sum them together. 

Finally, the vector of HTML will be normalized to Nx1 

dimension. We repeated this process for all job-skills 

and knowledge units, therefore our data set is 

represented in the vector space model. 

 

Figure 6. Word2Vec training process 

We can obtain how each job-skill match into each 

knowledge unit by applying Cosine Similarity to 

measure similarity score as shown in Figure 4(b). We 

finally choose the top three highest score of KU for 

each job-skill. Given two vectors of attributes, Job-skill 

vector(JS) and Knowledge Unit (KU), the cosine 

similarity, cos(θ), is represented using a dot product 

and magnitude as: 

 1

2 2

1 1

( , )

n

i i

i

n n

i i

i i

JS KU

sim JS KU

JS KU

=

= =

=

∑

∑ ∑

 (1) 

3.2.3 Creating a List of Content Topics and Skill 

Book Generation  

We combined Rapid Automatic Keyword Extraction 

(RAKE) [33] and MediaWiki APIs to construct the 

learning contents, based on job-skills and CS2013. 

RAKE method begins at keyword extraction on an 

individual document by parsing its text into a set of 

candidate keywords. In our work, we used Topics-

Core-Tier1 and Topics Core-Tier2 from CS2013 as the 

Knowledge Unit description (KU-desc) to extract the 

set of keywords. Figure 7 shows an example of KU-

desc of “Algorithm Strategies.”  

 

Figure 7. The combination between Topics-Core-Tier1 

and Topics Core-Tier2 of KU02 Algorithmic Strategies 

To generate a set of KU-desc keywords, first, KU-

desc was split into an array of words by specified word 

delimiters. This array was then split into sequences of 

contiguous words at phrase delimiters and stop-word 

positions. Input parameters for keyword extraction 

comprise a list of stop-words, a set of phrase delimiters, 

and a set of word delimiters. Second, words within a 

sequence were assigned the same position and were 

considered as a candidate keyword, which is denoted 

by P in Algorithm 1. After every candidate keywords 

were identified, a keyword score is calculated for each 

candidate keyword(score_xl). In order to calculate the 

score, we used a matrix to represent the word co-

occurrence ( [ ][ ]M i j ), where words were arranged in 

rows and columns. The frequency of word co-

occurrences was denoted in the element of M . We use 

the word frequency (freq(wi)), word degree(deg(wi)), 

and ratios of degree to frequency (freq(wi)/deg (wi)) to 

calculate word scores. The keyword score for each 

candidate keyword was computed as the sum of its 

member word scores. As an example, the list of 

candidate keywords of “Algorithmic Strategies” 

knowledge unit and their scores are shown in Figure 6. 

In order to enhance the quality of the keyword 

extraction, Wikipedia-Categories and Wikipedia-

Article play an important role in normalizing. Since 

Knowledge Area was defined with respect to 

Wikipedia categories based on Areas of Computer 

Scienc 

(http://brs.minelab.tw/about/paper_ref.html?#KAandW

ikiCategories), we can differentiate KU categories 

through their KA. Then, we can it to filter out the 

useless candidate keywords that not related with 

Computer Science. The implementation detail of the 

KUs keyword generation is summarized in Algorithm 

1. 

Let us formally define and give some examples of 

variable in Algorithm 1 as follows: 

 

Algorithm 1. Knowledge Unit (KU) Keyword 

Extraction 

Input:
 

{ }_ ,KU descΩ=
 { }_C Wikipedia catogory=  



LCRec: Learning Content Recommendation (Wiki-based Skill Book) 1759 

 

Output: { }_KU keywordβ =   

{ }_ | [ ]
i i

K KU candiKey K candiKeyOfKU= =

 
)(ω ω Ω∀ ∈

             
( )

i i
RAKEK ω←

 
 

             i
k K∀ ∈  
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IF Cc ⊆  

             
|

ij
a aβ ←  is a wiki-article of k  
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i
β  
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i

RAKE ω  

1 2
[ , ,....., ] | | |

i d i
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1 2
[ , ,....., ] |

q
P x x x x=  is co-occurrence word in i

ω  

             
[ ][ ] 0M i j ←       
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            [ ][ ] ( )

i
M i j freq w=  

     Otherwise 
             [ ][ ] deg( )

i
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i i i
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For 0l =  to | | |Pq q =               

 
0

_ |

m

l i i l

i

RatioWscore x w x

=

← ∈∑  

     Order P by score 

   Return P  

 

‧ Let Ω  be a set of KUs, where ω  is a vector of KU 

description. Thus, 
1 2

{ , ,..., }
n

ω ω ωΩ = and n is the 

number of KU that equals 163, while 
i

w
 
represents 

a word in 
i

ω . The example of KU description is 

shown in Figure 5. 

‧ Let K be a set of all KUs candidate keywords that 

are given from the RAKE procedure, where 

1 2
[ , , ..., ]

n
K K K K=  and each 

1 1 2
[ , , ..., ]

m
K k k k= , 

where m is the number of candidate key of 
i

K . 

Figure 8 shows the set of candidate keys of KU02. 

We can refer its element by ij
k , here i = 2. So, 2,0

k
 

is “design problem solving strategies,” 2,1
k  is 

“brute-force search algorithms,” ect. Each ij
k , is 

defined as a category (c) by using Wikipedia APIs. 

Table1 shows the examples of 2,1
k  and its categories. 

 

Figure 8. A list of candidate keywords of KU2 and 

their keywords scores 

‧ Let C be a set of Wikipedia Categories, which 

relates to each KU through KAs. Hence, categories 

of KU02 (Algorithmic Strategies) are “Algorithms 

and data structures” and “Theory of computation .” 

All KAs categories are shown in Table 1. 

Table 1. Algorithmic strategies keywords and their categories 

Original Word from RAKE Wikipedia-Category Wikipedia-Article 

Brute-force search algorithms Search algorithms Brute-force_search 

Greedy algorithms Optimization algorithms and methods Greedy_algorithm 

Recursive backtracking Search algorithms Backtracking 

Dynamic Programming Dynamic programming, Optimization algorithms and methods Dynamic_programming 

Heuristics Problem solving methods Heuristic 

 

‧ Let ν  represents a Wikipedia-Article of 
,i j

k , if 
,i j

k , 

is “brute-force search algorithms,” ν  is “Brute-

force_search.” Then we store ν  in 
i

β , where 
i

β  is 

a set of keywords of ,
i

KU  for an instance, 

2
β ={“Brute-force_search,” “Greedy_algorithm,” 

“Backtracking,” “Dynamic_programming,” “Heuristic”} 

‧ P is a set of co-occurrence words of KU description. 

‧ ( )
i

freq w  is the occurrence frequency of 
i

w  in the 

document. 

‧ deg( )
i

w
 
is the number of words, which occurs with 

i
w  together in the document. 

After completing KU keyword extraction 

(Algorithm 1) for all KUs, the set of book chapter is 

generated. Table 1 shown the example of keywords of 

knowledge unit named “Algorithmic Strategies”. First 

column shows the co-occurrence words that are 

extracted from the RAKE, while the second column 

shows word categories. The last column shows the 

Wikipedia article that we used as a set of keywords to 

retrieve data from Wikipedia and they are the chapter 

of the generated learning content as well. Wikipedia 

provides APIs to extract data, which we can turn data 

into a rich knowledge base. Finally, learning contents 

were constructed based on skill names and KU 
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keywords. We extract data from Wikipedia and 

represent all content in the PDF format that users can 

use it as a material to improve their skills both online 

or offline. 

3.3 Wikipedia 

Wikipedia is a global, free, and multilingual internet 

based encyclopedia. Wikipedia allows users to add, 

edit, or update the contents of their own or others’ after 

registered. To access Wikipedia advanced functions, 

users can use MediaWiki, which is a unique Wiki 

engine developed by Wikipedia. In our proposed 

system, Wikipedia play the important role, which had 

been used for three main purposes as follows: 

3.3.1 Creating the Skill Dictionary 

Le et al. [28] proposed Skill2Vec that inspire from 

Word2Vec, which is a methodology to convert context 

of the document to vector by using the word-

embedding technique. Their work also extracted job-

skills from job description but without skill 

descriptions. This is one of the reasons to create the 

skill-dictionary to fulfill the skill description for our 

research. Wikipedia is helpful for skill-dictionary 

creation. The extracted Job-skills are in various style, 

such as “C”, “C language”, “C programming”, etc. To 

avoid ambiguity, the skill-dictionary help to 

standardize all job-skills. Job-Skills are transformed to 

Wikipedia-article that we can use wiki content as skill 

description. For the example “C” or “C language” will 

be converted to “C (programming language)”, “AJAX” 

will be converted to “Ajax (programming)”, etc.  

3.3.2 Content Table Creation 

After the candidate keywords were extracted by 

RAKE algorithm, they were converted to Wikipedia 

article to create the content table of LOs. However, 

some Wikipedia articles are not relevant to ICT 

domain. Wikipedia categories were utilized as a filter 

to filter-out irrelevant words. The generated filter 

consists of 17 main categories in Computer Science 

area and its 5,000 subcategories. KUs were defined 

their categories based on relative values 

(http://brs.minelab.tw/about/paper_ref.html?#KAandW

iki). During the converting process, we retrieved the 

categories of keyword (Wikipedia article), and then 

checked with the sub-categories based on the relevant 

KUs. If the keyword’s categories are in the list, we 

kept it as one chapter in the content table. Otherwise, if 

it is not in the list, we removed it from the content table. 

For example, if we were considering a keyword from 

KU under “Algorithms and Complexity” area, its sub-

categories should be relate to “Algorithms and data 

structures  or Theory of computation ”. For instance, 

“Brute-force_search” had been extracted, which is an 

actual category in “Search algorithms.” In this case, 

“Search algorithms” is a subcategory of “Algorithms 

and data structures.” Therefore, “Brute-force_search” 

will become one chapter of the learning content. On 

the other hand, if “Mobile_application_development” 

had been extracted from this KU, we removed this item 

from the content table because its category is not 

related to “Algorithms and data structure” nor “Theory 

of computation,” even though it is in the ICT domain. 

This is further explained in section 3.2. 

3.3.3 Learning Contents Generation 

After the content table was constructed, MediaWiki 

APIs was applied to retrieve the contents from 

Wikipedia. These contents are composed of Info-box, 

Text, Hyperlink, Image, and Table. Wiki parser and the 

particular function that we created parsed each 

Wikipedia page to our learning content format. Finally, 

Wiki-based Skill Book was produced in PDF for the 

users to print or download. Each learning topic of 

LCRec Skill Book has been listed as the book chapter 

that can directly link to the main content for that topic. 

Students easily to connect each knowledge unit that 

can improve visual fatigue that is one factor in e-book 

learning activity [9]. 

4 Experiment and Evaluation 

LCRec (http://brs.minelab.tw/) was designed to help 

graduates and professionals to find appropriate 

learning contents. First, the system checks user’s status 

and directs the user to a job search page. When the user 

searches for an intended job or skill (or both) by using 

a keyword (e.q., “web developer” or “PHP”), the 

system produces a list of relevant job-positions in the 

left block and the list of required skills in the right 

block, as shown in Figure.7a. If the user clicks on a 

different job from the list of job-positions, the list of 

required job-skills will be changed accordingly. 

Similarly, if the user clicks on a different skill, the list 

of required job-skills will be changed accordingly. The 

short descriptions of each job-position are shown 

below. In the event that the user clicks on the job title, 

the user will be directed to the full job-description page. 

In this page, the required skills are displayed on the top, 

which link the user to the Wiki skill-book (Figure 9b). 

Initially, the required skills are displayed according to 

the first job-position. Figure 9 demonstrates the 

essential skills of “Web developer” which comprise 

JavaScript, HTML, MySQL, PHP, etc. For this 

instance, “Web developer” was used as a searching 

keyword. A file icon can link users to the Wiki skill 

book. 
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(a) The searching page of Learning Contents Recommendation System (LCRec) 

 

(b) The required job-skills and full job-description by clicking on “Web Developer” title.  

Link: (http://brs.minelab.tw/index.php) 

Figure 9. 

The Wiki skill-books are generated based on the job-

skill and KUs. For the example, the content of “PHP” 

skill-book will involve “Web Platforms (ku-100),” 

“Software Construction (ku-139),” and “Web Security 

(ku-50)”, while “CSS” skill-book will involve 

“Software Design (ku-138),” “Data Information and 

Knowledge (ku-20),” and “Designing Interaction (ku-

35),” etc. The relation of JSs and KUs were described 

in Section 3 (3.2.2). This relation benefit for users in 

referring to the academic course via the body of 

knowledge and also provides a bridge between the 

industry and the academia. 

 

Table 2 shows the comparison of 10 chapters of the 

learning contents from LCRec and Wikibook from 

https://en.wikibooks.org; Wikibooks is a collection of 

open-content textbooks, based on “PHP” skill. Since 

the LCRec learning contents are generated from job-

skill and the relevant KUs, its contents include various 

topics. If students would like to be a PHP web 

developer, they should know about web standards, 

secure coding, software quality, etc., while Wikibook 

provides the only PHP content (see Section 5 for 

diversity discussion). 
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Table 2. A comparison of 10 chapters of LCRec 

learning content and Wikibook based on “PHP” Skill 

 
LCRec Learning 

Content 
Wikibook 

Chapter 1 PHP Introduction 

Chapter 2 
List Of Programming 

Languages  
Setup And Installation 

Chapter 3 Computing Platform
How Do I Know My 

Setup Is Working? 

Chapter 4 Web Standards Uses Of PHP 

Chapter 5 
Defensive 

Programming 

Start A PHP Beginner 

Tutorial 

Chapter 6 Secure Coding 
Beginning With “Hello 

World!” 

Chapter 7 Software Quality Commenting And Style 

Chapter 8 
Web Application 

Security 
Comparison 

Chapter 9 Application Firewall Arrays 

Chapter 10 Browser Security The If Structure 

 

LCRec was evaluated by IT professionals, 

academics and students. The experiments were carried 

out in Mongolia (MN), Sri Lanka (LK), Taiwan (TW), 

and Thailand (TH). In order to evaluate the 

psychometric characteristics of users, we created a 

questionnaire based on the IBM Computer Usability 

Satisfaction Questionnaires [35]. We evaluated and 

gathered both subjective and objective facts of the 

LCRec system for realistic scenarios-of-use. The 

questionnaire comprises 12 items for each user 

category 

(http://brs.minelab.tw/about/paper_ref.html?#questionn

aires), which were designed for inquiring the basic 

personal information and measuring the users’ 

satisfaction on usage, the content suitability, and 

contents consistency of the system. The questionnaire 

provides function to users and let them to give the 

satisfied score ranged from 1 to 5: 1 = very satisfied, 2 

= satisfied, 3 = unsure, 4 = dissatisfied, and 5 = very 

dissatisfied. Based on our experiment, there are 461 

users (248 students, 111 professionals, and 102 

academics) have given feedback by completing the 

questionnaire from 477 users in total. 

The feedback scores were analyzed by using the 

IBM SPSS statistic software package. We calculated 

the mean, standard deviation, standard error of mean 

and median for all user categories as shown in Table 3. 

Questions 1~3 are focused on personal information to 

identify the users’ background of all three categories. 

The ratios of the academic and professional users 

based experiences are illustrated in Figure 10(a) and 

Figure 10(b), respectively. After analyzing the user 

experience for professionals and academics, the higher 

portion of the ratio is identified as 3-5 years. Questions 

4~6 are designed to measure the content consistency of 

the system. Questions 7~9 measure the content 

suitability of the system and questions 10 and 11 are 

designed to check the user’s satisfaction with the 

system. Finally, the user can provide additional 

comments or suggestions in Question 12. As illustrated 

in Table 3, the system was evaluated with a high mean 

value and low standard deviation value. A low standard 

deviation value indicates the average score for each 

question of user tends to be close to the mean. Based 

on these evaluations, we can claim that a large number 

of users are satisfied with our proposed system. 

5 LCRec Content Diversity 

In a practical working environment, each IT job 

position requires the essential skills and each skill 

should be comprised of many knowledge areas. 

Therefore, the learning contents should provide a 

diverse knowledge to a student. Even though the main 

objective of our proposed system (LCRec) is to 

produce learning contents based on job-skills and 

knowledge units to cater a diverse knowledge for 

students, we decided to carry out a learning content 

diversity comparison between LCRec and completed 

Wikibooks from https://en.wikibooks.org. Wikibook is 

a collection of open-content textbooks that have no 

size limit.  

Table 3. Feedback analysis 

 Parameter Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 

Students 

(N = 248) 

Mean 

Std. Deviation 

4.04 

.864 

3.81 

.903 

4.00

.875

4.03 

.837 

3.81 

.951 

4.00 

.823 

3.87 

.853 

4.01 

1.008 

4.12 

.907 

Country: (1 CN, 41 MN, 3 

LK, 80 TW, 122 TH, 1 VN) 

Std. Error of Mean 

Median 

.056

4.00

.059 

4.00 

.057

4.00

.055 

4.00 

.062 

4.00 

.054 

4.00 

.056 

4.00 

.066 

4.00 

.059 

4.00 

Professional 

(N = 111) 

Mean 

Std. Deviation 

- 

- 

4.49 

.939 

4.06

.926

3.67 

1.010 

3.29 

1.029 

3.87 

.883 

4.29 

.785 

4.22 

.916 

4.40 

.759 

Country: (5 MN, 1 SG, 58 

LK, 47 TH) 

Std. Error of Mean 

Median 

- 

- 

.090 

5.00 

.089

4.00

.097 

4.00 

.099 

4.00 

.085 

4.00 

.075 

4.00 

.088 

4.00 

.073 

5.00 

Academic 

(N=102) 

Mean 

Std. Deviation 

- 

- 

3.95 

.887 

4.17

.767

4.13 

.868 

3.84 

1.214 

4.14 

.939 

4.27 

.859 

4.22 

1.047 

4.20 

.949 

Country: (31 MN,26 LK, 44 

TH, 1 UK) 

Std. Error of Mean 

Median 

- 

- 

.088 

4.00 

.076

4.00

.086 

4.00 

.121 

4.00 

.093 

4.00 

.085 

5.00 

.105 

5.00 

.094 

4.00 
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(a) The professional user 

 

(b) Based on the experience 

Figure 10. The ratio of the academic user 

We measure the diversity of document based on the 

content, and it can be interpreted as the expected value 

of the categorical distance, where the expectation is 

with respect to the distribution pairs of elements. As a 

starting point, we examine the diversity in the learning 

context by using Rao’s theory measure [32]. The 

formulation was originally proposed as shown in (2), 

 
1 1

( , )
T T

t

i j

i j

p p i jdiv δ π π

= =

= Δ=∑∑  (2) 

where, 
i
p  is the probability of the population t 

belongs to category i. 
j

p  is the probability of the 

population t belongs to category j. δ(i, j) is the distance 

between categories i and j, Δ is a TxT matrix where 

elements of matrix are distance between categories i 

and j. t

π  is the transpose of the Tx1 vector of 

proportions π , and T is the total number of categories. 

Bache et al. [33] also applied Rao’s theory to 

construct a text based framework for quantifying how 

to diverse a document in terms of its content. They 

have used words as elements, topics as word categories, 

and documents as collections of words. They have 

created a DxT document topic count matrix with 

entries ndj corresponding to the number of word tokens 

in document d that are assigned to topic j. Based on 

this; they can define Rao’s diversity measure for each 

document d as in (3).  

 ( )

1 1

( | ) ( | ) ( , )
T T

d

i j

P i d P j d i jdiv δ

= =

=∑∑  (3) 

where P(i|d) is the proportion of word tokens in the 

document d that are assigned to topic i, estimated as 

ndi/ nd, nd is the number of word tokens in d, and δ(i, j) 

is a measure of the distance between topic i and topic j. 

According to the experimental design, first we 

created a count-matrix (http://brs.minelab.tw/about/ 

paper_ref.html?#countmatrix) to represent the category 

distribution of learning content elements, where each 

row represents a document and column represents a 

category. Ten learning objects of LCRec and Original 

Wikibook were compared in diversity term based on 

seventeen categories. After constructing the count-

matrix, we applied (3) to calculate the diversity value 

of each document based on job skill. In order to 

measure topic distance (i.e., s(i,j)), the cosine similarity 

was applied to calculate the topic similarity on co-

occurrence within documents, which is defined as:  

 
2 2

( , )
di dj

d

di dj

d d

n n

s i j
n n

=

∑

∑ ∑
  (4) 

where i and j represent two column indices (two 

categories) and 
d

∑  represents a sum over all 

documents was indexed by d.  

In order to convert each similarity measure into a 

distance measure, we used two functions: δ(i, j) = 1/s(i, 

j) andδ(i, j) = 1-s (i, j) for (2), s(i,j) is computed by (4) 

and the count-matrix. The diversity score of ten 

learning objects are compared and shown in Table 4, 

while the deiversity scores based on the converting 

function δ(i, j) = 1-s (i, j) are plotted in Figure 11 to 

easily compare. From the experiment results 

demonstrated that the diversity score of LCRec’s 

learning content are higher than Wikibooks. The 

performance gain difference between the learning 

contents of LCRec and Wikibooks is 40%, which 

confirms that our learning contents are diverse and 

covered with many knowledge areas under the Area of 

Computer Science. 

Table 4. The Diversity Measure Scores based on Two 

Transformation Method for Ten Job-Skills 

 δ(i, j) = 1/s(i, j) δ(i, j) = 1-s(i, j) 

Skill LCRec Wikibooks LCRec Wikibooks 

Agile  0.507 0.413 0.046 0.016 

CSS 0.525 0.369 0.094 0.038 

HTML 0.473 0.450 0.069 0.034 

Java  0.701 0.466 0.067 0.015 

Python 0.501 0.444 0.049 0.051 

C Programming 0.577 0.266 0.035 0.029 

Computer Network 0.519 0.385 0.106 0.02 

Data Compression 0.509 0.415 0.124 0.029 

.Net Framework 0.713 0.443 0.048 0.031 

Software Testing 0.514 0.287 0.085 0.016 
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Figure 11. The diversity measure between two type of 

learning content of job-skills by using (i,) = 1-s(i, j) 

6 Discussion 

According to CS2013, 17 curriculum exemplars are 

provided from a variety of educational institutions. 

Each example shows how an institution’s existing 

curriculum covers KU Core-Tier1 and KU Core-Tier2 

topics. We summarized knowledge skills are taught in 

four institutes based on the curriculum overview and 

course descriptions from CS2013 as shown in Table 5. 

The first column shows the name of educational 

institute and its department, while the second column 

shows a list of skills that were extracted from their 

course descriptions. After comparing the skills in Table 

5 and the top required skills from the selected job 

positions in Figure 12, we found that few skills are 

omitted in the University curricula, for instance “CSS,” 

“Agile,” “Oracle,” and “Jquery”, etc. These skills are 

practical skills, which could be taught in technical 

universities. However, similar skill concepts could be 

included in their related courses. Universities could 

consider including additional laboratory sessions or 

workshops based on the essential skills and could 

encourage students to practice themselves. 

Table 5. List of skills found from four institutes 

Educational Institutions List of Skills 

Stanford University 

(Department of Computer 

Science)  

C++,C, SQL, XML, DTD, 

XPath, XQuery, XSLT, 

UML, OLAP, JSON, 

NoSQL, Java 

Bluegrass Community and 

Technical College 

(Department of Computer and 

Information Technologies) 

C++, Unix, Linux, Shell 

Script, GNU, HTML, OOP, 

Java Script, PHP, Ruby, 

Rail, XML, AJAX, 

ASP.NET, Graphic skill 

Grinnell College 

(Department of Computer 

Science) 

GNU, Linux, C, C++, Java, 

HTML, Python 

Williams College 

(Department of Computer 

Science) 

Java, TCP/IP, ALU Design, 

CMOS circuits, C++, 

OpenGL, HTTP/UDP/TCP, 

Lisp, Scala 

 

 

Figure 12. Top 15 skills in jobs  

We noticed “Software Engineering” and “Information 

Assurance and Security” as the most relevant 

knowledge and SQL and CSS as the essential skills 

required in the IT industry. On the other hand, we 

found that 33 KUs are not related to job-skills, such 

as “Algorithmic Strategies,” “Machine Level 

Representation of Data,” “Multiprocessing and 

Alternative Architectures,” “Performance Enhancement,” 

and “Parallel Decomposition.” We believe these KUs 

are theories, which are suitable for research studies but 

not for the practical knowledge required by the 

industry. 

7 Conclusion  

In this research, one of the key issues was to identify 

why universities may not educate students with 

necessary skills in order to meet industry expectations. 

Based on recent research studies, it was found that 

there is a gap between what is taught in the university 

and what industry actually needs in terms of 

professional skills and talents. In order to bridge the 

gap between graduate competency and industry 

expectations, universities should work more closely 

with the industry and line up the essential skills in the 

curriculum. LCRec can effectively support academics 

in updating curriculum that better matches required 

job-skills in the industry. Moreover, since it is not an 

easy to make regular changes in a university curricular, 

LCRec also supports students to find appropriate 

learning contents based on the required job-skills in the 

industry for their intended job criteria. 

LCRec has been evaluated with 111 IT professionals, 

102 academics, and 248 students in the field of 

Computer Science, Information Technology, and 

Software Engineering. The statistical result 

demonstrates that users are satisfied with the proposed 

system and our proposed system can help students to 

improve their essential skills. 

In addition, we received some valuable suggestions 

from LCRec users for further improvements 

(http://brs.minelab.tw/about/paper_ref.html?#usercom

ment). Some suggestions are: “The subject of the 

online material should link to the university course”, 

“The system should provide the online course”, “The 

system should be developed into more specific areas”, 

and “It is better to improve the learning contents 
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related to Information Security and Information 

Technology jobs and its skills”. These suggestions 

benefit for our future work. 

Furthermore, given a list of skills taught in a 

university, we can identify the missing skills. 

Academics can use this information as a basic idea to 

enhance curricula. Many users test the prototype 

system and it is available for public usage at 

http://brs.minelab.tw. The feedback from users 

indicates that the system is ready for public to use. 

Technical transfer to a local company is under 

negotiation. In the future, we plan to work on semantic 

analyzation to produce the learning content sequencing 

and it would be more beneficial for LCRec users, if our 

research solution could be expanded to cater STEM 

disciplines. 
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