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Abstract

Binocular vision is a method that simulates the principle of human vision and uses a computer to passively perceive distance. By obtaining the depth of field information of the object, the actual distance between the object and the camera can be calculated. Based on the improved SURF (Speeded-Up Robust Features) algorithm, this paper implements image feature extraction from different perspectives. The image fusion based on improved Sobel algorithm is used to achieve image fusion and image feature point matching. The triangulation principle is used to calculate the offset between pixels to obtain the three-dimensional information of the object, reconstruct the three-dimensional coordinates, analyze the actual depth, establish the bad point culling rule based on the numerical relationship of the image sequence, and finally use the visual depth information to construct the unstructured 3D (3 dimensions) real-time scene. The experimental results show that for the target in the actual unstructured scene, the average error of 0.1m to 3m is 2.99%; the average error of 3m to 10m is 5.81%, and the system achieves higher measurement accuracy and better 3D reconstruction effect.
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1 Introduction

With the wide application of computer vision, the advantages of non-contact measurements become more and more obvious [1]. On the basis of binocular vision with binocular vision obtain relatively divided into left and right two pictures, the two pictures with computer by matching algorithm of feature point matching and obtain parallax, through the depth of the parallax can get corresponding to each point information and three-dimensional coordinates, this is the summary of the basic technical basis of binocular vision [2]. The early development of binocular vision is mainly applied to the matching of both eyes, using two plane images to generate stereoscopic depth information [3]. Binocular vision has developed in many aspects to no longer aimed at the simulation binocular vision field, broaden the development gradually [4-5], and is widely used in the fields of Internet of Things, smart cities and artificial intelligence [6-7], binocular vision in the fields of intelligent robot navigation and fine micro-operation has already had the superiority and precision unmatched by the human eye [8-10].

This paper is a preliminary study on the functional verification and method improvement of binocular depth in the navigation of laboratory robot and obstacle avoidance of underwater robot. The purpose of this study is to provide support for scene reconstruction of our laboratory robot and the ongoing underwater robot project.

The mobile robot needs to use a parallel calibrated binocular camera to directly calculate the depth information of the scene through the principle of triangulation, and it can take into account the close distance and long-distance depth measurement, which is a method of scene reconstruction. The underwater pipe robot needs to check the position (distance) of the butterfly valve in front and valve direction. Due to the influence of the tube wall, the application of ultrasonic and radar is limited, binocular visual depth is an effective method. This study lays a foundation for the related work of our laboratory.

In this paper, the research and implementation of a double video target distance estimation algorithm are completed, and its application effect is studied. In this project, the target area image is acquired by dual cameras, and the distance estimation of the observed target is achieved by comparing and analyzing the images and verified the application effect of the algorithm. Section 2 reviews the research status of binocular vision technology. Section 3 introduces the binocular vision depth system framework. Section 4 discusses the specific process of binocular vision depth realization based on the SURF algorithm. Section 5 introduces the experimental verification and statistical analysis. Section 6 summarizes this paper and Outlines
future research trends.

2 Relate Work

Depth measurement is the primary problem of scene reconstruction. It can be realized by various devices such as laser ranging, ultrasonic, radar, stereo camera, monocular camera, etc. The method based on laser equipment is too expensive. Based on the multi-sensor data fusion method, the matching time is long, and it is easily interfered by various external factors, and the stability is poor. The vision-based approach is relatively low cost, stable, and easy to implement [11].

In recent years, binocular stereo vision, which uses two cameras to obtain a disparity map and can then be used to calculate depth information and implement 3D reconstruction, has become popular in the field of computer vision [12]. Stereo matching for obtaining disparity maps is a key issue in computer vision applications and one of the most widely studied issues [13-14]. Common matching algorithms include region-based matching, feature-based matching, and phase-based matching algorithms [15]. The region-based matching algorithm is an easy-to-implement algorithm, but the algorithm has a large number of calculations and high hardware requirements. The phase-based matching algorithm uses “phase” as baseband and bandpass filtering to effectively suppress high-frequency noise and obtain dense disparity maps [16]. The feature-based matching algorithm selects the feature part with the highest resolution in the image as the primitive, weakens the overall image matching and reduces the matching time. The algorithm has fast calculation speed and good effect. This paper is based on this method. Li et al. [17] proposed the FAST (Features from Accelerated Segment Test) feature matching algorithm, which can detect feature points without feature description, but it has poor detection effect and is prone to false detection. SIFT [18] (Scale-Invariant Feature Transform) has been proved to be invariant to image scaling, translation, rotation, and also keep good stability to affine transformation, illumination changes, partial occlusion, noise and so on. Therefore, SIFT is selected as the original algorithm in this paper. Bay et al. [19] proposed SURF (Speeded-Up Robust Features) inspired by the SIFT descriptor, uses a Hessian matrix-based measure for the detector and the Haar wavelet response around the point of interest for the descriptor. Zhou et al. [20] proposed A Gauss kernel scale adaptive method is used to simplify the pyramid and reduce the complexity of the original algorithm. In a large number of matching algorithms, SURF feature matching algorithm performs well [21]. Zeng et al. [22] show SURF matching was further improved by combining polar constraints with SURF matching. Yang et al. [23] proposed Exposing Copy-Move Forgery based on improved SIFT descriptor, Yuan et al. [24] proposed Coverless Image Steganography based on SIFT and BOF. Moreover, there are still many other methods [25-31] are proposed to improve the SIFT algorithm in different aspects. However, some improved SIFT algorithms above are for specific situations and needs, and others increase the complexity of the algorithm or reduce the accuracy of the algorithm, which cannot achieve a good balance in speed, complexity, and accuracy.

Based on the improvement of various algorithms, binocular stereo vision (BSV) systems are becoming more and more important in various application fields [32]. Zhao et al. [33] provides a complete binocular stereoscopic vision system for use by underwater vehicles and obtains better measurement accuracy and 3D reconstruction effect. Huo et al. [34] provides a system that can work well within a distance of 2 meters. to improve the spatial location precision, many researchers optimized the camera calibration algorithm [35]. Cui et al. [36] promoted the computational efficiency of camera calibration. To improve the calibration precision, Jia et al. [37] added perpendicularity compensation in camera calibration. Shih et al. [38] also made a lot of researches for the binocular stereo vision system.

In the above study, the literature [15, 22, 25, 34, 39-40] studied the depth measurement of a simple binocular camera, which is similar to the research in this paper. The results of the study are shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. Experimental results of existing research</th>
<th>Measurement error</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature [15] 4.01%</td>
<td>This value is calculated based on the error results of multiple measurements within 1 meter given in the literature.</td>
<td></td>
</tr>
<tr>
<td>Literature [34] 5.26%</td>
<td>Only the average error calculated at 2 meters in the literature is used.</td>
<td></td>
</tr>
<tr>
<td>Literature [25] --</td>
<td>Focusing on feature point matching, no measurement error information is given.</td>
<td></td>
</tr>
<tr>
<td>Literature [40] 4%</td>
<td>The multiple measurement average error of a fixed point of 0.5 m is given in the literature.</td>
<td></td>
</tr>
<tr>
<td>Literature [22] 4%</td>
<td>Only the average error of 1.1 meters given in the literature is taken.</td>
<td></td>
</tr>
<tr>
<td>Literature [39] 7.48%</td>
<td>This value is based on the average of multiple measurement errors at 2 meters given in the literature.</td>
<td></td>
</tr>
</tbody>
</table>

Note. Remark: (1) indicates that the literature does not provide data; Remark: (2) due to the different requirements and distances of interest of each research, only the error results of the most important measurement data in each literature are given here.
3 Binocular Visual Depth System

3.1 System Framework

In this project, the target area images are acquired by dual cameras, and the distance estimation of the observed targets is achieved through the comparative analysis of the images. This topic mainly uses the improved SIFT algorithm to obtain the estimation of the non-contact measurement of the distance between two objects, and the output depth map. The system block diagram is shown in Figure 1. The frame diagram of the Measurement System is shown in Figure 2, and the principle of Measurement System is shown in Figure 3.

![System frame diagram](image1)

![Measurement System diagram of binocular vision analysis](image2)

Figure 1. System frame diagram

Figure 2. Measurement System diagram of binocular vision analysis

The point-to-point relationship and depth calculation are determined by the position parameters in the image. The relationship between these positions is determined by the geometric model of camera imaging, whose parameters are camera parameters. These parameters must be determined by experiments and calculations, which is called camera calibration [41]. The digital image processing method is used to analyze and process the images taken by the camera.

In this design, for the part of image processing, it is mainly grayscale transformation and feature extraction of images, as well as the output of the final depth map [42-43]. According to the basic principle of stereo vision, the image of the object is analyzed and processed, so as to carry out 3d reconstruction of the object, restore 3d environment information, and finally realize the 3d coordinate positioning and depth output of the target point [44-45]. In the process of program design, MATLAB is used as the platform, and the Improved Sobel algorithm and Improved SIFT algorithm are used as the basis to implement the later algorithm and system.

3.2 Principle and Theory of Binocular Vision

The specific principle analysis of the camera imaging model has been introduced in detail in the Literature [4, 25, 38]. So this article will not be covered. Based on the above Literature, the relationship between the physical coordinate system and the world coordinate system can be expressed as (1, 2).

\[
X_W = \frac{L \cos \alpha \sin \beta}{\sin(\alpha + \beta)}
\]

\[
Y_W = \frac{L \sin \beta \tan \theta}{\sin(\alpha + \beta)}
\]

\[
Z_W = \frac{L \sin \alpha \sin \beta}{\sin(\alpha + \beta)}
\]
\[
\psi(L) = \sqrt{\left(\frac{\partial Xw}{\partial L}\right)^2 + \left(\frac{\partial Yw}{\partial L}\right)^2 + \left(\frac{\partial Zw}{\partial L}\right)^2}
\]

\[
\psi(L) = \frac{\sin \beta}{\sin(\alpha + \beta) \cos \theta}
\]  

(2)

In this paper, two cameras are fixed on the stabilizer. After correcting and keeping the camera parallel, the binocular visual depth achieved in this paper is as follows. Binocular ranging based on the principle of human eye imaging, the principle of the range is shown in Figure 4.

![Figure 4. Ranging schematic diagram](image)

As shown in Figure 4, \( Cup(x, y, z) \) is the point to be measured on the object, the black point is the position of the two cameras and the distance between the two cameras is measured as \( B \), and \( P1 \) and \( P2 \) are respectively the imaging of the two left and right cameras. The camera focal length is also marked from the figure because of this task selects the camera with the same parameters, so the focal length of both cameras are \( f \). Suppose the horizontal channel of the photosensitive chip of two cameras is \( X \), then half is \( X/2 \), so the distance between \( P1 \) and \( P2 \) is:

\[
\text{dis} = B - (Xr - X/2) - (X/2 - Xt)
\]

\[
\text{dis} = B + Xt - Xr
\]

\[
\text{dis} = B - (Xr - Xt)
\]

(3)

Therefore, the final distance between \( P1 \) and \( P2 \) is \( \text{dis} \), according to the similar triangle principle, thereby obtaining the required depth \( Z \).

\[
\text{dis} = B - (Xr - Xt)
\]

\[
\frac{B - (Xr - Xt)}{B} = \frac{Z - f}{Z}
\]

\[
Z = \frac{fB}{Xr - Xt}
\]

(4)

4 Algorithm and Implementation

4.1 Feature Matching Based on Improved SIFT Algorithm

The matching of feature points is a crucial step in the depth measurement of two extracted images. In this topic selects the classic feature-based matching algorithm, SIFT, namely the scale-invariant feature transformation algorithm. In some cases, when the shooting conditions are not good, it will inevitably cause some distortion of the image or poor lighting when shooting, in this case, the SIFT algorithm has strong adaptability to these complex conditions, the matching accuracy will be more accurate than other algorithms [46]. In the case of massive data processing, SIDT (Store Interrupt Descriptor Table) has fast reaction speed and computing speed, which can significantly improve its efficiency.

SIFT uses DOG (difference of Gaussians) operator, which is compared with the traditional operator and has higher matching efficiency and precision [47]. The algorithm is divided into the following steps [48-49]:

1. Construct scale space, detect extremum points and obtain scale invariance;
2. Filter and precisely locate feature points to eliminate unstable feature points;
3. At feature points, descriptors are used to assign directional values to feature points;
4. Generate feature descriptors and use feature descriptions to find matching points;
5. Calculate change parameters;

In general, the SIFT matching algorithm is mainly divided into two parts, namely, to generate the SIFT feature vector and feature vector matching, so focus on the analysis of these two parts.

4.2 DOG Operator

The scale of space in the present form of expression is the Gaussian pyramid, the Gaussian pyramid generation requires two tasks:

1. Gaussian blur at different scales of image.
2. Downsampling the image (alternately sampling)

Perform the detection of the extreme value of the image after generating the Gaussian pyramid, this is also the initial detection of the image feature points. Using the difference of Gaussian pyramid (DOG pyramid) to operate [50]. In the calculation, it’s easy to generate the gauss pyramid, Subtract the adjacent upper and lower layers of the gauss pyramid in each group to get the DOG pyramid, detecting the extreme value on the DOG pyramid. The detection of extreme points is done in the adjacent DOG layers within the same group. To determine an extreme point, compare this point with 8 points that are spatially adjacent on the same scale and \( 9 * 2 = 18 \) points on both upper and lower scales in space, in total 26 points.
4.3 Improved SIFT Algorithm Based on Improved Sobel Algorithm

The traditional Sobel edge detection is to do 3*3-pixel area through the corresponding template convolution operation, it is concluded that the center pixel gradient values, then compared with preset threshold gradient values if is greater than the threshold criterion for determining the pixel image edge pixels, the opposite is not. The traditional Sobel operator’s convolution template has two, one is detection level edge, one is detection vertical edge (Figure 5). Sobel is calculated by taking the maximum value of vertical difference and horizontal difference \[51]\.
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Figure 6. Sobel operator template and pixel template

\[
G_y = f_y(x, y) = f(x + 1, y - 1) + 2f(x + 1, y) + f(x + 1, y + 1) - f(x - 1, y - 1) - 2f(x - 1, y) - f(x - 1, y + 1) \tag{6}
\]

\[
G = \sqrt{G_x^2 + G_y^2} \tag{7}
\]

The Sobel operator 0°, 45°, 90°, and 135° templates are convolved with \(f(x, y)\), respectively \[15\]:

\[
\begin{align*}
L_{0°} &= (M_{31} + 2M_{32} + M_{33}) - (M_{11} + 2M_{12} + M_{13}) \\
L_{45°} &= (M_{15} + 2M_{25} + M_{35}) - (M_{11} + 2M_{21} + M_{31}) \\
L_{90°} &= (M_{25} + 2M_{35} + M_{33}) - (M_{12} + 2M_{11} + M_{21}) \\
L_{135°} &= (M_{12} + 2M_{13} + M_{23}) - (M_{23} + 2M_{31} + M_{32}) \tag{8}
\end{align*}
\]

The gradient magnitude is expressed as an infinite norm as:

\[
\|L\|_\infty = \max \left\| \sum_{j=1}^{4} L_{ij} \right\| \tag{9}
\]

Overall implementation block diagram of improved Sobel edge algorithm is shown in Figure 7.
4.4 Improved SIFT Feature Vectors Are Generated

In this project, images captured by cameras can be used to analyze its scale space by using a computer. The scale space is multi-scale features of simulated image data, and the Gaussian convolution sum is the only linear kernel to realize scale transformation [54]. The following is the definition of two-dimensional scale space:

$$L(x, y, \sigma) = G(x, y, \sigma) * I(x, y)$$  \hspace{1cm} (10)

Where $G(x, y, \sigma)$ is the Gaussian function with a variable scale, $(x, y)$ is the spatial coordinate, $\sigma$ is the scale coordinate. In the scale space, the Gaussian pyramid is built through the Gaussian kernel, and the extreme value detection is carried out in it so that the position of feature points can be preliminarily determined.

4.5 Feature Vector Matching

Improved SIFT algorithm is adapted to extract the similarity points of the left and right images captured by the left and right cameras, then the extracted similar points are similarly matching to verify that the scale space is also the same position when the same calibration point is used. In simple terms, the process of feature matching is as follows: by matching the two images to be matched to the feature area respectively, the feature points set of the left and right graphs are generated respectively, and then the two sets are matched by SIFTA (Scale-invariant feature transform advanced) algorithm to generate the new set of matching points $S_n$. That is, find the similarity points of the corresponding right graph in the left graph. The set of feature points matching each other in the left graph is called $S_n$, and the offset when the matching similarity reaches the maximum is called parallax [55].

The specific matching conditions corresponding to this test are shown in Figure 8.

**Figure 8. Stereo matching**

For this figure, feature points are determined in the feature area of the left figure, and matching points are found through SIFT to generate a new matching set as shown in the figure. This function realizes inputting two pictures, the output is the key point, the round is the feature coordinate of the output key point, first output the left picture column and the left picture line, then output the right picture column and the right picture line.

And in turn the key points of detected into gray image, and in the same coordinate system was achieved by append images statements will be two gray image stack together, calculate the polar of the image, so as to SIFT through matching of key points of two images is realized, the experiment operation output find 134 points (matching point out most of the experimental results has been broken). Corresponding to this design, the core of our implementation is feature matching and ranging. After the above principle of feature matching, now let’s analyze the specific results of this experiment.

First, in the feature matching part of the design, two color pictures should be imported. However, the task of feature matching requires the final generation of grayscale images, so the grayscale transformation should be carried out first. After converting to grayscale, you can respectively apply the SIFT algorithm to the left and right two pictures, in order to find two pictures respectively feature point set, finally integrate the two pictures together, and then connect with the polar line, the final output grayscale matching picture. For this figure, feature points are determined in the feature area of the left figure, and matching points are found through SIFT to generate a new matching set as shown in Figure 9.

**Figure 9. Flow chart of feature matching code design**

```plaintext
Start
Import two left and right pictures for matlab to identify and store
Transform the imported color image into gray scale image
Using SIFT, the feature points of left and right pictures can be found
Pattern recognition method using SIFT operator
Use the if statement to determine whether the following conditions are met: Value(1)<distRatio*

Satisfies the matching condition, and returns the result of matching the first feature point of left graph and indx(1) feature point of right graph.
The i feature point in the left image has no corresponding point in the right image, and the result is zero.

Match (i) points larger than zero for matching storage
End
```
Design code flow chart as shown in Figure 9 according to the above process.

Because the algorithm does not support color images matching, the task should convert it into a grayscale image, and convert the image of the detected key point into a grayscale image, and in the same coordinate system was achieved by append images statements will be two gray image stack together, calculation of two images of polar, through SIFT algorithm to achieve the two key points of the matching images. The output experiment results are that the left graph finds 2016 feature points, the right graph finds 1884 feature points, and the final output is the new feature point set pairs that the two graphs eventually match, and they are connected by the polar lines.

4.6 Elimination of Bad Points

In the experimental design to achieve the depth determination, the previously calculated feature points need to be calculated algorithmically. However, in this process, this project also needs to consider various situations, such as eliminating bad points. The extreme point that measured in the previous step is in discrete space detection, so in the real sense is not really in the sense of extreme value point, and the point contains many fault points and abandoned points, so these points will affect the real feature points and make large errors in the result [56-57], so the following method is to correct the wrong point and remove the waste point.

Use interpolation to get points close to the extreme. The method of extremum points of continuous space obtained by using known discrete spatial point interpolation is called sub-pixel interpolation. This calculation uses the Taylor function to fit the proportional spatial DOG function to obtain the following formula:

\[ D(X) = D + \frac{\partial D}{\partial X} x + \frac{1}{2} x^T \frac{\partial^2 D}{\partial X^2} x \]  \hspace{1cm} (11)

Where \( X = (x, y, \sigma)^T \). If the derivative is obtained and the result of the equation is zero, then the offset of the extreme point on the spatial fit curve can be obtained.

\[ \hat{X} = -\frac{\partial^2 D^{-1}}{\partial X^2} \frac{\partial D}{\partial X} \]  \hspace{1cm} (12)

The corresponding offset extreme point is the detection point of \( D(\hat{X}) \) through the \( \hat{X} \) extreme.

When the offset \( \hat{X} = (x, y, \sigma)^T \) is greater than 0.5 in any dimension, this means that the interpolation center has been shifted to its neighboring point, so the position of the current key point must be changed to obtain a new key point.

In addition to the above principles, there are two more intuitive bases for culling bad points. The first one is that when the object is imaged, the sequence on the left must be larger than the sequence on the right, \( XL \) is greater than \( XR \). As long as the left column is smaller than the right column, it will be removed. The second aspect is that the vertical distance of imaging is not very large. Here we specify that it has a range of 10, and if it exceeds 10, it is also considered as a dead point.

In the elimination of bad points, you can write a ranging main code, in the above, this topic has theoretically elaborated on how to achieve ranging. that is, f and B and parallax are the parameters needed for this task. The saved file of the result is shown in Figure 11.

![Figure 10. Design flow chart of binocular ranging code](image)

![Figure 11. Result graph of feature points matching](image)
First, verify the results. For example, we take the data of the first row for verification: on the data of the first row, 1, 2, 3 and 4 respectively represent: the column of the left graph, the row of the left graph, the column of the right graph and the row of the right graph; First, find the corresponding position according to the coordinates of (179,770) in the left figure, and then find the corresponding position points of (157,572) in the right figure, and see whether the last position found is the same position point corresponding to the collected object. It is verified that the last corresponding position is consistent.

Then according to the above-ranging principle, began to find the depth. In the above code, the distance conversion of the distance between two cameras is carried out in this project. In the conversion, the width of the CMOS (Complementary metal–oxide–semiconductor) chip, a sensor, is taken into account, and the parallax calculation on CMOS is finally realized. In the above example, the width of the CMOS is 3.2 mm. When the distance conversion is complete, simple mathematical calculations are required. So, depth of I is equal to f times B/distance, and then you get the final depth (Figure 10). The final depth map results are uniformly marked on the left figure, as shown in Figure 12.

![Figure 12. Depth imaging](image1)

The above verification is shown in the figure (407,509) on the left and (474,373) on the right. The corresponding points in the figure above are indicated now, which are the points in the box. The following 1.0588 is the depth information indicated, and the actual measured value of this distance is 1.83m, which is relatively accurate, as shown in Figure 13.

![Figure 13. Verification of feature points and distances](image2)

5 Experimental and Analysis

5.1 Experimental Preparation Work

The binocular camera used in this experiment is a low-cost binocular camera formed after two ordinary cameras are assembled and fixed. The camera model is a dazzle M800 HD COM camera with 5 million pixels. The focal distance between the two cameras is calculated by the camera parameters and measured by calipers. The actual depth distance of the target was measured by the laser rangefinder. The model of the laser rangefinder was MeiDa high-precision laser rangefinder Y082, with a laser grade of 635NM and an accuracy of 1.0mm. In order to have strong stability of the method, a certain direction is randomly selected in the laboratory for visual depth measurement. In the depth calculation, the specific parameters are: the focal length is f=6 mm, the camera spacing B=6 cm, the width of the sensor CMOS chip is 3.2mm.

5.2 Experimental Results

For the above results, we compared 20 groups of data for result analysis. The corresponding two-dimensional coordinates and distances of the left figure are shown in Table 2.

<table>
<thead>
<tr>
<th>coordinates</th>
<th>The measured distance</th>
<th>The actual distance</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>(477,509).</td>
<td>0.724</td>
<td>0.738</td>
<td>1.90%</td>
</tr>
<tr>
<td>(522,284).</td>
<td>0.735</td>
<td>0.745</td>
<td>1.34%</td>
</tr>
<tr>
<td>(809,1030).</td>
<td>0.679</td>
<td>0.691</td>
<td>1.74%</td>
</tr>
<tr>
<td>(842,808).</td>
<td>0.679</td>
<td>0.694</td>
<td>2.16%</td>
</tr>
<tr>
<td>(802,1064).</td>
<td>0.900</td>
<td>0.882</td>
<td>2.04%</td>
</tr>
<tr>
<td>(194,713).</td>
<td>1.043</td>
<td>1.023</td>
<td>1.96%</td>
</tr>
<tr>
<td>(792,258).</td>
<td>1.039</td>
<td>1.012</td>
<td>2.67%</td>
</tr>
<tr>
<td>(127,700).</td>
<td>1.036</td>
<td>1.014</td>
<td>2.17%</td>
</tr>
<tr>
<td>(515,368).</td>
<td>1.029</td>
<td>1.053</td>
<td>2.28%</td>
</tr>
<tr>
<td>(768,271).</td>
<td>1.051</td>
<td>1.077</td>
<td>2.41%</td>
</tr>
<tr>
<td>(479,313).</td>
<td>1.125</td>
<td>1.097</td>
<td>2.55%</td>
</tr>
<tr>
<td>(250,273).</td>
<td>1.059</td>
<td>1.089</td>
<td>2.75%</td>
</tr>
<tr>
<td>(179,770).</td>
<td>1.058</td>
<td>1.083</td>
<td>2.31%</td>
</tr>
<tr>
<td>(439,1111).</td>
<td>1.143</td>
<td>1.102</td>
<td>3.72%</td>
</tr>
<tr>
<td>(476,321).</td>
<td>1.083</td>
<td>1.126</td>
<td>3.82%</td>
</tr>
<tr>
<td>(249,289).</td>
<td>1.091</td>
<td>1.125</td>
<td>3.02%</td>
</tr>
<tr>
<td>(438,250).</td>
<td>3.512</td>
<td>3.672</td>
<td>4.36%</td>
</tr>
<tr>
<td>(591,960).</td>
<td>3.512</td>
<td>3.678</td>
<td>4.51%</td>
</tr>
<tr>
<td>(489,402).</td>
<td>4.114</td>
<td>4.356</td>
<td>5.56%</td>
</tr>
<tr>
<td>(111,1055).</td>
<td>4.114</td>
<td>4.331</td>
<td>5.01%</td>
</tr>
</tbody>
</table>

As can be seen from the above table, when the camera distance is constant and the focal length is constant, the distance of the target object is the only factor affecting the error. It can be analyzed from the above table: in the case that the focal length of the camera remains unchanged and the binocular distance remains unchanged, the distance between the target point and the camera can affect the error, as shown in
the figure above the closer the distance, the smaller the error; The farther the distance, the greater the error. It is likely that the error within one meter is stable at about 3%, and within three meters is stable at about 4%-5%, while the error after three meters is generally more than 5%. It can be clearly seen that as the distance increases, the error becomes an increasing trend. Therefore, we can get that the error within three meters is obviously smaller than the error beyond three meters. In order to get relatively accurate experimental data, we take three meters as the cut-off point to subdivide the distance within three meters and beyond three meters, and finally calculate the average error. Comparison data of 20 groups of measured results and actual values within three meters are shown in Table 3.

Table 3. Experimental results within three meters

<table>
<thead>
<tr>
<th>coordinates</th>
<th>The measured distance</th>
<th>The actual distance</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>(874,559),</td>
<td>0.236</td>
<td>0.238</td>
<td>0.84%</td>
</tr>
<tr>
<td>(855,531),</td>
<td>0.387</td>
<td>0.390</td>
<td>0.77%</td>
</tr>
<tr>
<td>(884,507),</td>
<td>0.473</td>
<td>0.477</td>
<td>0.84%</td>
</tr>
<tr>
<td>(842,514),</td>
<td>0.553</td>
<td>0.565</td>
<td>2.12%</td>
</tr>
<tr>
<td>(802,518),</td>
<td>0.679</td>
<td>0.697</td>
<td>2.58%</td>
</tr>
<tr>
<td>(769,713),</td>
<td>0.784</td>
<td>0.801</td>
<td>2.12%</td>
</tr>
<tr>
<td>(792,801),</td>
<td>1.039</td>
<td>1.011</td>
<td>2.77%</td>
</tr>
<tr>
<td>(757,831),</td>
<td>1.082</td>
<td>1.118</td>
<td>3.22%</td>
</tr>
<tr>
<td>(770,698),</td>
<td>1.193</td>
<td>1.237</td>
<td>3.56%</td>
</tr>
<tr>
<td>(768,915),</td>
<td>1.491</td>
<td>1.543</td>
<td>3.37%</td>
</tr>
<tr>
<td>(709,876),</td>
<td>1.947</td>
<td>1.889</td>
<td>3.07%</td>
</tr>
<tr>
<td>(677,921),</td>
<td>2.110</td>
<td>2.039</td>
<td>3.48%</td>
</tr>
<tr>
<td>(658,774),</td>
<td>2.029</td>
<td>2.111</td>
<td>3.88%</td>
</tr>
<tr>
<td>(499,983),</td>
<td>2.425</td>
<td>2.334</td>
<td>3.90%</td>
</tr>
<tr>
<td>(476,535),</td>
<td>2.694</td>
<td>2.593</td>
<td>3.90%</td>
</tr>
<tr>
<td>(457,633),</td>
<td>2.572</td>
<td>2.672</td>
<td>3.74%</td>
</tr>
<tr>
<td>(438,764),</td>
<td>2.947</td>
<td>2.839</td>
<td>3.80%</td>
</tr>
<tr>
<td>(406,965),</td>
<td>2.749</td>
<td>2.851</td>
<td>3.58%</td>
</tr>
<tr>
<td>(389,660),</td>
<td>3.114</td>
<td>2.988</td>
<td>4.22%</td>
</tr>
<tr>
<td>(253,679),</td>
<td>2.917</td>
<td>3.037</td>
<td>3.95%</td>
</tr>
<tr>
<td>Average error %</td>
<td>2.99%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Comparison data of 20 groups of data measurement results and actual values three meters away are shown in Table 4.

Table 4. Experimental results from three meters away

<table>
<thead>
<tr>
<th>coordinates</th>
<th>The measured distance</th>
<th>The actual distance</th>
<th>Error %</th>
</tr>
</thead>
<tbody>
<tr>
<td>(496,523),</td>
<td>3.320</td>
<td>3.186</td>
<td>4.21%</td>
</tr>
<tr>
<td>(405,531),</td>
<td>3.506</td>
<td>3.701</td>
<td>5.27%</td>
</tr>
<tr>
<td>(409,507),</td>
<td>4.356</td>
<td>4.163</td>
<td>4.64%</td>
</tr>
<tr>
<td>(511,514),</td>
<td>4.411</td>
<td>4.647</td>
<td>5.08%</td>
</tr>
<tr>
<td>(534,518),</td>
<td>4.700</td>
<td>4.967</td>
<td>5.38%</td>
</tr>
<tr>
<td>(501,713),</td>
<td>4.902</td>
<td>5.178</td>
<td>5.33%</td>
</tr>
<tr>
<td>(517,801),</td>
<td>6.009</td>
<td>5.702</td>
<td>5.38%</td>
</tr>
<tr>
<td>(365,821),</td>
<td>5.611</td>
<td>5.932</td>
<td>5.41%</td>
</tr>
<tr>
<td>(382,690),</td>
<td>6.505</td>
<td>6.161</td>
<td>5.58%</td>
</tr>
<tr>
<td>(404,915),</td>
<td>6.995</td>
<td>6.616</td>
<td>5.73%</td>
</tr>
<tr>
<td>(397,836),</td>
<td>6.494</td>
<td>6.908</td>
<td>5.99%</td>
</tr>
<tr>
<td>(501,921),</td>
<td>6.528</td>
<td>6.965</td>
<td>6.27%</td>
</tr>
<tr>
<td>(323,774),</td>
<td>7.090</td>
<td>7.549</td>
<td>6.08%</td>
</tr>
<tr>
<td>(318,983),</td>
<td>8.382</td>
<td>7.903</td>
<td>6.06%</td>
</tr>
<tr>
<td>(476,565),</td>
<td>8.873</td>
<td>8.343</td>
<td>6.35%</td>
</tr>
<tr>
<td>(294,633),</td>
<td>9.151</td>
<td>8.617</td>
<td>6.20%</td>
</tr>
<tr>
<td>(339,758),</td>
<td>8.599</td>
<td>9.185</td>
<td>6.38%</td>
</tr>
<tr>
<td>(254,765),</td>
<td>9.042</td>
<td>9.662</td>
<td>6.42%</td>
</tr>
<tr>
<td>(281,670),</td>
<td>9.250</td>
<td>9.919</td>
<td>6.74%</td>
</tr>
<tr>
<td>(349,561),</td>
<td>9.722</td>
<td>10.524</td>
<td>7.62%</td>
</tr>
<tr>
<td>Average error %</td>
<td>5.81%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 14. Correspondence of distance and error

Figure 15. Correspondence diagram of distance and error

5.3 Experimental Results Analysis and Discussion

In Table 5, we provide a comparison of our method with other stereo matching methods. Although the research methods are similar, each research focuses on different application objectives, so only the experimental results of interest are given. In the above-
method under extreme conditions. It fails to explain the algorithm stability of this research in strong light conditions and very weak light conditions. The algorithm under extremely complex conditions, such as proposed in this paper is that it fails to test the application of the subsequent embedded application. The shortcoming of low computational load, which is beneficial to the practicability of the system. It can be realized under the same conditions compared with similar methods. Moreover, the algorithm is simple and easy to implement, which can be conveniently embedded in various unstructured environments.

The method in this paper can be realized based on the low-cost binocular camera formed by assembling and fixing two ordinary cameras. The method in this paper aims to reduce the computation and enhance the practicability of the system. It can be realized under low computational load, which is beneficial to the subsequent embedded application. The shortcoming of this paper is that it fails to test the application of the algorithm under extremely complex conditions, such as strong light conditions and very weak light conditions. It fails to explain the algorithm stability of this research method under extreme conditions.

Table 5. Comparison of result in this paper with other similar method

<table>
<thead>
<tr>
<th>Methods</th>
<th>0.1-1 m average error</th>
<th>1-2 m average error</th>
<th>2-3 m average error</th>
<th>3-10 m average error</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD-Census</td>
<td>6.21%</td>
<td>6.89%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FCVF</td>
<td>6.80%</td>
<td>10.25%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ARWR</td>
<td>5.75%</td>
<td>3.0%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SGM</td>
<td>4.46%</td>
<td>11.53%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Literature [15]</td>
<td>4.01%</td>
<td>5.26%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Literature [34]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Literature [40]</td>
<td>4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Literature [22]</td>
<td>4%</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Literature [39]</td>
<td>-</td>
<td>7.48%</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Our approach</td>
<td>1.55</td>
<td>2.2</td>
<td>3.75</td>
<td>5.81%</td>
</tr>
</tbody>
</table>

Note. Remark: (1) m stands for unit meter; Remark: (2) indicates that the literature does not provide data; Remark: (3) the error data of SGM, ARWR, FCVF, and AD-Census are derived from the data provided in Literature [34] and calculated.

mentioned literature participating in the comparison, for example, Literature [40] only gives the error result at 0.5 m, while Literature [22] only gives the error result at 1.5 m. In other studies, when the actual distance is 2 meters, the error of most literature has exceeded 5%. So most literature does not give the results of long-distance experiments. The method proposed in this paper has a wide range of adaptability, with an average error of 1.55% within 1 meter, 2.2% within 2 meters, 3.75% within 3 meters and 5.81% within 10 meters. It can be seen that the measurement error is relatively stable.

6 Conclusion

In this paper, based on the improved SURF algorithm of image feature extraction and filtering based on Sobel algorithm to realize image fusion and image feature points matching, pixel deviation between calculated through triangulation principle to get three-dimensional information of the object, reconstruction of 3 d coordinate and analyze the actual depth, bad points out based on the numerical relationship between image sequence rules, using visual depth information finally realize real-time 3 d scene reconstruction.

The future will be on the premise of improving the efficiency of the algorithm and adaptive, to reduce the computational complexity practicality as the foundation, enhance the system to improve the algorithm, algorithm also should have adaptability to extreme complex conditions, Even in low light conditions, we can guarantee the stability of the algorithm performance, and achieve a more accurate analysis, the work will be quite a long time in the future practice and continuous optimization.
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