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Abstract

The dynamic behavior of software systems attracts widened attention through the phenomenon of software aging. Software aging is caused by runtime environment deterioration, such as the gradual loss of memory or CPU cycles. The dynamic behavior of aged software systems can be described by a set of evolving resource variables, including CPU usage, I/O bandwidth, available memory and the like. From this point of view, an aging software system can be analogous to a dynamic system. Control theory provides sound and rigorous mathematical principles to analyze dynamic systems and build controllers for them. This paper introduces control theory to analyze and build a control model and apply control techniques to an aged web server. First, we treated the software system as a black box, and conducted controlled experiments to build the relationship between input and output. Then, these input-output couples are used to build a control model via a system identification method. Finally, a PI (proportional-integral) controller is designed to adjust the aged state of the software system, and software rejuvenation techniques are customized to target the web server. Performance testing shows that our approach can accurately track the reference value set by the website administrator.
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1 Introduction

The wide-spread service-based software calls for high availability. Nevertheless, when an application server executes continuously for long periods of time, it may accumulate many error conditions or uncollected garbage in its process space. Consequently, the process will have insufficient computing resources to respond to the client’s requests. From this perspective, software aging can be attributed to gradual runtime environment degradation, caused by aging-related bugs [1-2], where a process cannot get sufficient computing resources. Eventually, the computer system will crash or hang when all computing resources are exhausted.

Software rejuvenation can clean runtime environment before severe aging occurs. Commonly used techniques are to reset the whole computer system or to restart the software system when aging signs are detected. Most literature focuses on the optimal timing of rejuvenation, and the proposed rejuvenation techniques are usually “ heavyweight”, i.e., they usually involve termination of service [2-5]. However, under some conditions, service downtime will incur tremendous economic loss, and some safety-critical services cannot be reset.

To avoid crashes, the available computing resources must be retained to some extent. Blindly limiting the resource usage will also incur too much cost, such as longer response time or lower throughput. Lightweight control policy is expected to retain enough available computing resources at the expense of lowering the capacity of the computer system. In fact, lightweight rejuvenation techniques have attracted more attention in recent years. Machida et al. [6] proposes a life-extension technique to maintain availability of an aged virtualized system. A two-level rejuvenation policy is proposed to reduce the downtime of rejuvenation [7], which is improved by Ning et al. [4]. Kourai and Ooba [8] proposes a type of lightweight rejuvenation technique called “zero-copy migration”, which can relocate aged VMs to a clean virtualized system without any copying. Yan et al. [9] quantitatively studies the relationship between resource consumption and changing workload. The obtained results can help an administrator tune the system properly to reduce business losses incurred by software aging problems.

Although these lightweight rejuvenation techniques incur much less downtime, they still have several limitations. For example, Ning et al. [4] and Xie et al. [7] require some assumptions on the arrival rate of memory leaks, which hinders the application of their...
approaches. Furthermore, only one aging indicator (memory leak) is considered in some studies [6, 8-9], although more resources usually interact with each other during the aging process.

There has been increasing research efforts in applying control theory to behavior management for web servers, databases and storage systems [10-11]. [12] provides an additional component to know the nature of application, so that the performance degradation, as a results of sudden rise of workload, will be mitigated. [13] proposes a new algorithm for multi objective task scheduling in cloud. [14] proposes a GA-CAS algorithm to address multiple objective optimization problem in cloud system. Inspired by those studies, this paper intends to implement a lightweight no-downtime rejuvenation technique covering more aging indicators. In this paper, a controlled experiment is conducted to study the relationship between these parameters and resource usage of a web server, Apache httpd (referred to as Apache hereafter). Based on the experimental data, we propose a linear model that approximates the relationship between software aging and several important parameters of Apache. Based on the MIMO (multiple-input and multiple-output) model, we have designed a PI (proportional–integral) controller to online-control the resource variables of concern below a specified threshold. Doing so will work around the consequence of software aging with the target of not stopping the server.

Since rejuvenation techniques usually have close relationships with subject software, this paper investigates the operating mechanism of a typical web server–Apache. Most web servers provide certain parameters for users to customize the system at different runtime environments. Some of these parameters may significantly affect the performance of the software system and the usage of system resources [15]. Adjusting these parameters can proactively avoid resource exhaustion resulted from software aging. More specifically, limiting the number of concurrent threads or processes of a web server can mitigate the effect of memory leakage. The consequential cost is capacity shrinkage, i.e., only partial requests can be handled and responded to. In addition, when the workload of a web server is heavy, i.e., many requests are incoming, the response time of all requests will increase to some extent, and some of the requests will be rejected by the web server. This is because most web server applications work based on a best-effort service model. Web servers have to dispatch and reject those redundant requests. This process will also come at the cost of some CPU cycles and memory. We have to control the number of requests inputted into the listening queue of the web server. This paper intends to study the relationship between resource usage and parameter setting of target software systems.

Compared to existing lightweight rejuvenation techniques, our approach has several advantages:

1. Several aging indicators can be incorporated in our approach, such as free physical memory and average load;
2. No assumption on aging indicators (such as arrival rate and memory leak speed) is required, which enables our approach to be applicable to more target software systems;
3. Our approach can be used as a framework to easily incorporate more rejuvenation techniques such as memory add [6] and VM migration [8].

The rest of the paper is organized as follows. Related studies are presented in Section 2. Section 3 reports the experiments that study the relationship between software aging and related parameter settings. A system identification method is employed to quantitatively build a MIMO model in Section 4. This model can quantitatively describe the relationship between parameter settings and resource usage. A PI controller is designed by a pole assignment method in Section 5. In Section 6, our proposed controller is evaluated in terms of fastness and accuracy, and the cost of rejuvenation is also evaluated. Section 7 concludes this paper.

2 Related Work

Aging modelling and control are key questions throughout two decades of software aging study [16]. Aging control study intends to seek cost-effective techniques to clean the aged software system. Because rejuvenation will usually incur larger cost, some newer rejuvenation techniques are customized for the subject software of concern.

[17] studied the abnormal behavior propagation mechanism in networked software. Xie et al. proposed a two-level rejuvenation policy based on the degree of aging, i.e., when the subject software is slightly aged, only some modules are restarted, and when it is severely aged, the whole software should be restarted [7]. Zhao et al. [18] constructed a model to ensure the performance of the Apache HTTP server. Their conclusions are based on an in-depth analysis of the working mechanism of the target software system. With the wide-spread acceptance of Cloud Computing, the aging phenomenon in virtual machine is well reported, and specific rejuvenation techniques are implemented. The rejuvenation techniques for virtual machines can allow for little downtime, which is implemented by suspending and resuming the aged instances [3]. Rejuvenation of aged instances can also be implemented by mitigating it [19]. This technique can incur little throughput loss and no downtime.

There is an increasing trend for using control theory in performance guarantee. It is usually implemented by monitoring the performance or predicated workload of a web server, which are fed back to a “controller” to compute whether it has crossed a specified threshold. If
it has, some control techniques will be invoked, such as rejecting some requests, reducing the video frame rate (for a video website), and so on. In fact, this method forms a closed-loop to control the performance of a website. Key et al. [20] reported the method and the implementation of service differentiation. Service differentiation provides some ideas about controlling the performance of a web server. When the web server is overloaded, only important parts of requests will be handled, and others are discarded with the purpose of ensuring the quality of service (QoS) of some VIP clients. A differentiated caching mechanism is proposed to multiple levels of service in proxy caches [21]. They proposed a control-theoretical approach to enforce performance differentiation on information access. The feedback control principle is widely used in QoS guarantee, although some literature does not explicitly highlight this.

However, control theory application in software aging has received much less attention. This paper intends to lay well-understood theoretical foundations for software aging control and seek applicable techniques to prevent resource exhaustion.

3 Experimental Set-up

3.1 Software Experiment Methodology

It should be noted that there is a difference between an empirical study and a controlled experiment. According to Vaidyanathan and Trivedi [1], an empirical study usually makes an observation of, and collection of data from, the running real world computer system. In an empirical study, the experimental conditions are not controlled by the researcher. The advantage of an empirical study lies in that it can reflect the activity of a computer system in a real working scenario. However, the disadvantage lies in that we can hardly find the causes of the observations, because the working condition of the concerned software is not known. On the contrary, a controlled experiment can adjust the working condition of the subject software, whilst we must try to make the working conditions or runtime profile adhere to its real-world working conditions. In this paper, controlled experiments are conducted in order to probe the mechanism of software aging.

The subject software should be adopted carefully. In a software aging experiment, the subject software should be mature and widely applied in the real-world. The subject software must be selected in such a way that the resulting observations can make sense. In our experiment, Apache is employed as our subject software. Apache has many parameters influencing software aging in terms of resource usage. The parameter MaxClients has a direct relationship with the accumulated effects of the residual defects in the system [15]. Hence, we can implement a new rejuvenation technique, i.e., limit the resource consumption of Apache by adjusting the value of MaxClients. Nevertheless, when too many requests are incoming, limited child processes cannot handle and respond to the requests in time. Thus, we must reject some incoming requests according to a prespecified policy. In this paper, both connection rate (conRate) and MaxClients will be included in the model as input.

In the next step, we should build the relationship between input and output, since our target is to limit the value of output by adjusting the input. Because the dynamic behavior and working mechanism of Apache is much too complex, we cannot build a mathematical control model based on its physical principle; instead, such complex systems can be treated as a black box, and control models can be built through a system identification method. This method demands massive input/output couple data to estimate their relationship. Hence, we need to adjust the input and record the corresponding output repeatedly to get sufficient input/output observations.
### 3.3 Online Parameters Control

Apache is a multiple parallel processing web server. It will spawn a number of child processes to handle the accepted requests in parallel. The parent process of Apache will not handle requests but rather monitor the status of the child processes. More specifically, when the workload is lower, it will kill some excessive idle child processes to release memory. When workload surges, it will spawn more child processes to increase its processing capacity. This feature can be used to control the resource consumption thus retaining some resources for other co-located applications. When Apache starts, the default number of spawned child processes is specified in the configuration file and read into scoreboard. Scoreboard is a piece of shared memory which can be read/written by the parent process. In this paper, we modify the source code of Apache, and specify the value of MaxClients by an external module called Apache controller, a tool implemented by us. More specifically, Apache controller can write the value of MaxClients into scoreboard. The parent process will repeatedly read the scoreboard and then set the number of child processes, thus resource usage of Apache will be adjusted appropriately.

When a request is incoming, Apache will first buffer it in its listening queue, then the parent process will dispatch this request to a child process. In our experiment, the arriving requests sent by httperf are intercepted by the Apache controller. In this way, the number of requests to arrive and to be handled by Apache can be controlled. The working mechanism of the controlled Apache is illustrated in Figure 1.

![Figure 1. Online parameters control](image)

In Figure 1, mass artificial requests generated by httperf are sent to the Apache controller. Some of those will be discarded so that the number of remaining requests arriving in the listening queue can be controlled as we specified. The parent process will dispatch each request to an idle child process. In addition, the parent process will poll the scoreboard for the status of child processes and some parameters including MaxClients. When MaxClients changes, the parent process will kill or spawn some child processes accordingly.

Our approach can be implemented by a typical feedback control system, as described in Figure 2.

![Figure 2. Feedback control of apache](image)

In Figure 2, the expected values of available resources (loadavg, memFree) are set by the administrator, and the collected resources are compared against the expected values, with the error as input into the MIMO model. Accordingly, the parameters of Apache (MaxClients, conRate) will be adjusted by the output of the MIMO model.

To summarize, our approach can be implemented as follows:

1. To identify the relationship between available resources and key parameters of Apache: This can be implemented by a System Identification method.
2. To monitor the available resources of an operating system: Taking the Linux OS as an example, reading the /proc can get the free memory and load average values.
3. When performance degradation occurs, available resources degrade beyond a threshold (which can be set by the administrator), a light rejuvenation will be triggered.
4. The light rejuvenation proposed in this paper can be implemented by adjusting the parameters of Apache, i.e., MaxClients and conRate. The adjusted quantity can be calculated based on the relationship built in Step 1).

### 4 System Identification

Control theory and control engineering focuses on model building and controller design. All techniques for analysis and design of a control system are based on an appropriate control model. Those mathematical models can describe the dynamics of a real or virtual system. Some models can be built based on the working mechanism of a physical system. These systems are usually small and simple. If the working mechanism is not clear or not well understood, a system identification technology can be employed to build a control model.

In this section, following the method of system identification [26], we constructed a linear MIMO model of the relationship between resource consumption and parameters setting of Apache. The system identification technology treats the system under consideration as a black box, and establishes a mathematical representation of the physical system from experimental data. Such a model is some form of
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A typical discrete form of a MIMO control model can be expressed by the following equations:

\[ x(n+1) = Ax(n) + Bu(n) \]
\[ y(n) = Cx(n) \]  

(1)

Where \( n \) indexes time; in our case, \( y \) is a 2\times1 vector which indexes output; \( x \) is an \( m \times m \) matrix which indexes the state of the target system, and \( u \) is a 2\times1 vector which indexes the input. More specifically, the input of the model is \( u = (\text{MaxClients}, \text{conRate})^T \), and the output is \( y = (\text{loadAvg}, \text{memFree})^T \). \( x(n) \) is the intermediate variables of the server and \( x(0) \) can be set to vector 0. \( x(n) \) represents a state-space model of \( m \) dimensions (where \( m \) can be an arbitrary integer).

The quality of system identification partially depends on the quality of the inputs, which are under the control of the systems engineer. In order to trigger the dynamics of Apache, the input design should maximize the coverage of the entire input space. Using a testing method reported in our previous study [23], we conducted capacity testing and found that, when \( \text{MaxClients} \) was set to 250 or larger, almost all physical memory would be in use; if it was set larger than that, the swap space would be used, and would deteriorate the system’s capacity. We further found that Apache had a capacity of 320 requests per second. Figure 3 shows the input values of \( \text{MaxClients} \) and \( \text{conRate} \).

![Input in experiment](image)

**Figure 3.** Input in experiment

In equation (5), the parameters \( a, b, \) and \( h \) need to be estimated from the collected experimental data. In this paper, a least-squares method is used to estimate those parameters. In our case, the first half of the observations are used to estimate the parameters via the least-squares method. Then we use the last half of our observations to validate our model. More specifically, we use the first 600 observations to estimate the above parameters, and use the resulting model to forecast the \( (\text{loadAvg}, \text{memFree}) \) values of the remaining 600 observations with the observations as input. Figure 4 shows the last 600 observations (corresponding to the data collected from the 50th hour to 100th hour) and the corresponding estimated values. From Figure 4, it can be observed that the curves of \( \text{loadAvg} \) and \( \text{memFree} \) outputted by our model are similar to those of the real data. The error shown in Figure 4 can be attributed to the fact that, even if the
number of MaxClients can be accurately set, the size (memory consumption) of each child process may be different. For example, a child process which has processed many more requests will have more memory consumption, because it will buffer into its process space the resources that are recently accessed.

5 Design of Discrete Control System

With the control model built in the previous section, we can design a controller to implement our control policy following rigorous control theory. There are several controllers that can be used in the literature [26], such as proportional-derivative (PD) controller, proportional-integral (PI) controller and proportional-integral-derivative (PID) controller. PD controllers can track the expected value quickly, and its weakness lies in larger stable errors. PI controllers can eliminate stable errors and have good robustness, however track the expected value slowly. PID controllers can track expected values quickly and can eliminate stable errors, but is complex and time-costly for the engineer.

When applying control theory to a target system, the adoption of the controller depends heavily on the properties of the target system. In our case, the software system can adjust its parameters quickly, because the inertia of the software system is much less than a real mechanical system. For that reason, we adopt a PI controller to control the Apache web server, and evaluate the fastness and settling time. A typical PI controller operates according to the following law:

$$u_n = K_p e_n + K_i \sum_{j=1}^{n-1} e_j$$  \hspace{1cm} (6)

Where $u_n$ refers to the controllable parameters of Apache, and $e_n$ refers to the error between the expected and real values of used system resources. In our case, both $K_p$ and $K_i$ in Equations (3) are $2 \times 2$ matrices, and will be designed by a pole assignment method. Usually, $K_p$ can be used to increase the fastness of the control system, and $K_p$ is used to eliminate the steady-state error [21]. The PI controller can be designed as follows:

To track the reference value set by the administrator, we should transform the system model into an error form. Equation (5) can be transformed into a discrete state equation by an inverse Z-transform.

$$\dot{Y}(n) = A\dot{Y}(n-1) + B_{u-1}(n-1) + B_u u(n) + E_n$$  \hspace{1cm} (7)

Where $A$, $B_{u-1}$, $B_u$ and $E_u$ can be calculated from the estimated results of Equation (2).

Let $e_1 = y_1 - y_{1r}$, $e_2 = y_2 - y_{2r}$, $g_1(n) = \sum_{j=1}^{n-1} e_1(j)$, $g_2(n) = \sum_{j=1}^{n-1} e_2(j)$, $g_3(n) = y_1(n)$, and $g_4(n) = y_2(n)$, then Equation
(4) can be written as:

\[ x(n+1) = \overline{A}x(n) + B_0u(n) + B_1u(n+1) + E \]

where \( \overline{A} \), \( B_0 \), and \( B_1 \) can be directly calculated from Equation (4), and \( E = \begin{bmatrix} -y_1r \\ -y_2r \\ E_{n1} \\ E_{n2} \end{bmatrix} \).

Let \( u(n) = KG(n) \), we can get:

\[ G(n + 1) = (1 - B_1K)^{-1}(\overline{A} + B_0K)G(n) + (I - B_1K)^{-1}E \]

where \( K \) can be determined by a pole assignment method. The name, ‘pole assignment’, refers to the fact that the controller is determined in terms of obtaining a closed-loop system with specified poles. The target poles of a PI control system will involve compromises between fastness and steady-state errors. Due to the fact that the software system has little inertia, we pay more attention to eliminating steady-state errors when assigning the poles of Equation (8).

The designed closed-loop control system must be stable. A linear time-invariant system is defined to be bounded-input-bounded-output (BIBO) stable if a bounded input gives a bounded output for every initial value [26]. This definition provides us with a straightforward way to test the stability of our designed system. We set the input to the upper bound and then the lower bound, and observe the outputs. Simulation results validate the designed system as stable.

6 Experimental Results Analysis

6.1 Settling Time

In control theory, the designed controller can be evaluated mainly in two aspects: steady-state error and settling time. Steady-state error accounts for how accurately the control system can track the reference value and settling time measures how fast the control system can track the reference value. Our design goals are twofold: 1) zero steady-state errors; and 2) a small settling time. In the obtained control model, we set two different target values to test the above goals. Step signals are employed in our tests, and the results are illustrated in Figure 5.

![Figure 5. Settling time of PI controller](image)

From the simulation results in Figure 5, we can see that the target values and the output values can hardly be distinguished. This validates that our design can eliminate the steady-state errors accurately. In other words, we can control the resource usage accurately. In addition, from Figure 5 we can see that the settling time is roughly less than 10 seconds, which is fast enough for aging control purposes. This result can also validate the assertion that a software system has little inertia. In Figure 5, there is an obvious difference in...
settling time when the signal steps up and steps down. When the reference value steps up, there is a larger settling time. This can be explained by the working mechanism of a computer system. Take the curve MaxClients in Figure 5 as an example, when it rises, more memory will be allocated, and when it descends, some memory will be reallocated. Because memory allocation will cost more time than cleaning it, there is more settling time when tracking the stepping up signal than the stepping down signal.

### 6.2 Cost Analysis

Since rejuvenation techniques are closely related with subject software, we compare the performance of our approach against identical software.

Using stochastic model to analyze the reliability of large-scale system is reported in [27]. The aging phenomenon in Apache has been reported by Zhao et al. [18] and Grottke et al. [22]. As aforementioned, Apache employs several child processes to handle the incoming requests. Zhao et al. [18] employs the M/Er/1/K model to simulate its operating mechanism. We try to repeat their simulation with a slight revision, i.e., we simulate aging caused by memory leak as reported by Grottke et al. [22], while Zhao et al. [18] simulate aging signs by service rate degradation. The parameters in our simulation are \( \lambda=300 \text{reqs/s}, \mu=320 \text{reqs/s}, r=2 \) and \( K=250 \). It should be pointed out that \( K \) refers to the MaxClients of Apache. The memory leak rate is reported by Abdelmalek et al. [21], i.e., 8.377kB/hr. The steps for our simulation are described as follows:

1. When a memory leakage is detected, wait until the amount of leakage rises to the amount occupied by one child process of Apache (2MB in our case).
2. Decrement MaxClients by 1 to mitigate the memory leakage.
3. Calculate the degraded capacity of Apache, and compare it against the workload (300 reqs/s).
4. When the degraded capacity is lower than 300 reqs/s, the queue of Apache will rise continuously.
5. Calculate the rejected requests if the number of requests in the queue is larger than 250.

Following the above steps, we found that rejuvenation is triggered for the first time 238.8 hours from the beginning of the simulation. Then we continue the simulation with a new model, M/Er/1/249, since MaxClients is decremented by 1. This process is continuous until there is a rejected request. The results are listed in Table 1.

From Table 1 we can see that the rejection rate for the first to fifth rejuvenation is 0. This is due to the fact that the capacity of Apache is always higher than the workload. This shows that our approach incurs a lower rejection rate than that in [18]. In addition, the first time request rejection occurs is 1552 hours from the begging of the simulation, which is enough time to back up important data by the administrator.

### Table 1. Parameters setting in simulation

<table>
<thead>
<tr>
<th>Time</th>
<th>Model</th>
<th>Rejection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation start</td>
<td>M/Er/1/250</td>
<td>0</td>
</tr>
<tr>
<td>( \lambda=300 \text{reqs/s}, \mu=320 \text{reqs/s} )</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>First rejuvenation</td>
<td>M/Er/1/249</td>
<td>0</td>
</tr>
<tr>
<td>238.8 hours</td>
<td>( \lambda=300 \text{reqs/s}, \mu=320 \text{reqs/s} )</td>
<td>0</td>
</tr>
<tr>
<td>Sixth rejuvenation</td>
<td>M/Er/1/244</td>
<td>0.004</td>
</tr>
<tr>
<td>1552 hours since</td>
<td>( \lambda=300 \text{reqs/s}, \mu=320 \text{reqs/s} )</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Moreover, note that the workload of 300reqs/s employed in our simulation is very heavy, since the capacity of our computer is 320reqs/s. In fact, the workload fluctuates at times within a day. For example, the workload of a web server usually is lower at night. Our approach has the potential to eliminate memory leakage in child processes of the web server without any rejected requests. More specifically, we can kill most of the child process (keeping a few to respond to requests) by adjusting MaxClients to a very low value and restarting them in a clean state.

To sum up, the advantages of our approach are described as follows:

1. Slightly adjusting the parameters of Apache can mitigate the effect of software aging and will not affect the performance of existing services or applications on the same computer system;
2. Our approach only affects the capacity of the web server. This will not inevitably incur request loss since real-world workload is lower than the capacity of the web server at most times;
3. Since there is sufficient time to incur request rejection, our controller will have many chances to proactively eliminate memory leakage when the real-world workload is low.

### 7 Conclusion

Insufficient available system resources can be one of the main causes of software aging. Previous rejuvenation techniques typically incur some system down time, which is not allowed in some safety-critical systems. This paper proposes a lightweight rejuvenation technique, which can delay system resource exhaustion as a result of software aging. This technique is implemented by adjusting the parameters of the target software system. First, we conducted a controlled experiment to explore the relationship between software aging (in terms of resource usage) and the related parameter settings. Second, a system identification method is used to extract a control model from the mass amounts of collected data. Finally, a PI controller is designed through a pole assignment method to track the resource threshold which is set by the administrator. In addition, the fastness and accuracy are evaluated by a simulation experiment.
This is the first paper explicitly describing the fundamental steps for introducing control theory into software aging. This includes the definition of input/output, control model building, control design and performance testing. This control is designed in consideration of the little inertia of a software system. In addition, our approach can be used to control other target software systems.

In the future, we will incorporate more fine-grained rejuvenation techniques such as differentiated service in our approach. In addition, since our approach rejects some requests from clients, we will evaluate the overall performance and optimal rejuvenation policy in a cluster system or virtualized system.
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