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Abstract 

Different from those in low-resolution tasks, targets in 

high-resolution remote sensing recognition tasks are 

closed. Usually targets with higher resolution, such as oil 

tanks and ships bear relatively simple features and gather 

densely in small areas. The recognition of such targets is 

more dependent on the fundamental features. Ships, tanks 

and aircraft targets with high resolution are closed targets, 

which contain obvious contour and have features that are 

quite different from the surrounding environment. 

Therefore, aiming at the targets in remote sensing images 

with high resolution of sub-meter that is below 1m, we 

proposed a recognition method based on region of 

interest (ROI) extraction using visual saliency mechanism. 

Combining the result of saliency detection, MeanShift 

algorithm is used to image segmentation and feature 

extraction. Then, machine learning algorithms are applied 

to perform the target recognition. We achieved a 

recognition accuracy of more than 85% on the dataset of 

aircraft, oil tank and ship targets in our work. 

Keywords: High-resolution, Remote sensing, Visual 

saliency, ROI region, Target recognition 

1 Introduction 

For target detection in remote sensing images, there 
are several challenges. Usually targets in remote 
sensing images are quite small and dense. And the 
complexity of the circumstances also contributes to the 
difficulty of target detection in remote sensing images 
[1]. At present, the existing traditional remote sensing 
target recognition algorithms usually adopt the strategy 
of combining coarse and precise detection, extracting 
the ROI regions from the input images initially. After 
that, target recognition with higher accuracy is 
performed based on the extracted ROI regions to 
remove the negative regions and eventually locate the 

positive objects regions. Scholars have proposed many 
schemes for the process of extracting candidate regions 
in images. Among them, Zhu et al. [2] proposed a 
method of threshold segmentation, taking advantage of 
the gray information and edge information in images. 
Yang [3] and others proposed a local image binary 
model as the image target feature. The target 
recognition and detection techniques based on feature 
analysis and MeanShift algorithm was proposed in [4]. 
However, these algorithms are not meant for 
recognition of remote sensing targets. Hence, it is 
necessary to conduct a customized analysis of the 
feature of remote sensing targets. Chun et al. [5] 
proposed a coastal oil tank detection method based on 
recognition of T-shaped harbor. [6] presents an 
automatic recognition method for ship targets based of 
the local invariant feature extraction algorithm 
SIFT(Scale Invariant Feature Transform). Huang et al. 
[7] also adopts the SIFT algorithm, combing with 
nearest feature learning classification to propose a 
novel adaptive intelligent ship detection method-
nearest feature learning classifier (NFLC). [8] presents 
an adaptive contrast threshold-SIFT (ACT-SIFT) 
procedure to gain better matching robustness. Wang et 
al. [9-11] present a remote target recognition approach, 
using joint feature dictionary for sparse representation 
based on different feature information for adaptive 
weighting. Hu et al. [12-14] create algorithms using 
CNN to achieve automatic object detection in remote 
sensing. Xia et al. [15-16] use CaffeNet network model 
to extract oil tank objects from remote sensing images 
of high-resolution. 

Considering the specialty of remote sensing targets 
under high-resolution analysis, we proposed a new way 
to help detect these targets with high resolution of sub-
meter that is below 1 meter. Our contribution will be 
listed below. First, we applied visual saliency ROI 
region extraction on high-resolution remote sensing 
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targets detection. Second, our scheme adopts 
MeanShift to segment the images and applies machine 
learning algorithms to detect the targets based on of 
visual saliency ROI region extraction. Finally, we have 
tested and analyzed the performance of our scheme on 
aircrafts, oil tanks and ships. 

2 Algorithm Framework 

In this paper, the mode of rough detection and 
precise detection is adopted. In this mode, the detection 
process can be divided into two parts. The first part is 
the quick acquisition of the candidate area while the 
second part is the description and recognition of the 
target. Taking the ship monitoring process as an 
example, the process of using the traditional machine 
learning algorithms to perform target recognition under 
high resolution is shown in Figure 1. 
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Figure 1. Flow chart of target recognition in remote 
sensing image with high resolution 

The main steps are as follows: First, calculate the 
saliency map of the input image, and simultaneously 
use the “MeanShift” algorithm to segment the original 
image, and merge the fragmented area in the original 
image. By combining the saliency map with the results 
obtained by MeanShift segmentation and the basic 
shape features of the research target, the subsequent 
ROI regions can be filtered. The specific region 
extraction method will be detailed later. Thirdly, create 
a sample dataset by means of distributing the collected 
target sample files into positive samples and negative 
samples with a ratio of 1:3, and generate a sample 
description file. Subsequently, appropriate features are 
designed for the prepared sample description file to 
extract and describe the targets. After that, the feature 
descriptors are sent to the support vector machine 
(SVM) classifier that will output support vectors for 
subsequent identification. 

Eventually, conducting the feature extraction and 
description on the selected ROI regions, input the 
images to the pre-trained SVM classifier and the 
recognition results will be output. 

3 Algorithm Implementation and Result 

3.1 The Extraction of the ROI Regions Based 

on Visual Saliency 

It is highly necessary to locate the possible regions 
of the target while the background of the targets 
occupied most of the image area, eliminate redundant 
information. One of the commonly used research ideas 
is to extract regions by means of visual saliency. The 
ROI extraction algorithm based on the visual saliency 
mechanism draws on the human visual selection 
attention mechanism. 

When the human visual system observes a certain 
scene, it will selectively extract the key information 
from the current scene, which is called the selective 
attention mechanism of human vision [17-18]. The 
current saliency detection approaches can be divided 
into two types. One approach is the bottom-up data-
driven saliency detection, which usually utilize 
information such as local features, spectrum, and local 
contrast of the image to measure the saliency of the 
image. The second can be regarded as a top-down type 
visual saliency model. The generation of saliency maps 
is implemented by combining and regulating the scale, 
position, size, contour, and other features of the 
bottom-up detection result. The calculation of the 
saliency model is more complicated than the first 
approach. 

In this paper, we adopt the saliency detection 
algorithm based upon color features of images to 
calculate the saliency map of the input image. In view 
of the visual saliency map, the implementation flow 
shown in Figure 2 is designed for the ROI region 
extraction in recognition of the high-resolution remote 
sensing targets. 
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Figure 2. The extraction process of ROI regions 
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The main steps of the process of ROI region 
extraction are as follows: 

(1) Calculate the saliency value ( ),S x y  of every 

pixel through visual saliency detection algorithm and 
generate the saliency map of every input image. 

(2) Calculate the mean saliency value 
mean

S  of each 

image. 
(3) For every input image, utilize MeanShift 

algorithm to segment the Gaussian filtered image, and 
then merge the small regions of the image and merge 
as much as possible the parts of high similarity in the 
background. 

(4) Utilizing the joint area detection and removing 
part of the background area through geometric features 
of the target in image, the ROI was initially obtained 

and the mean of saliency ( )S k  of each area k  can be 

calculated. 

(5) Compare ( )S k  with 
mean

S , keep the region if 

( ) 2
mean

S k S> × . 

(6) Select the regions by shape features of the targets 
and then merge the adjacent regions. 

(7) Output the final ROI regions with help of the 
original image. 

The process of saliency detection is shown in Figure 
3, which mainly utilizes the color and brightness 
information of the image in Lab space. In this way, an 
input image is first filtered by a Gaussian filter kernel 
to remove part of the noise. The saliency calculation 
function is as shown in (1): 
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Figure 3. Saliency map acquisition 

 ( ) ( ),
whc

S k I I x y
µ

= −   (1) 

Where ( ),S x y  denotes the saliency value of the 

pixel at coordinates ( )x, y  in the image. And I
µ

 is the 

mean value of each channel mapped to the Lab space 
after Gaussian filtering whose expression is: 

 

L

I a

b

µ

µ µ

µ

⎡ ⎤
⎢ ⎥
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  (2) 

 

where L
µ

, a
µ

 and a
µ

 denote the mean values of the 

three channels L, a, b respectively in Lab space. 

( ),
whc
I x y  denotes the vector that describes the 

mapping relation between RGB space and Lab space, 
shown in (3) 

 ( ),

whc

whc whc

whc

L

I x y a

b

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

  (3) 

The comparison between the saliency map obtained 
by the saliency detection algorithm and the original 
image is shown in Figure 4. The MeanShift algorithm 
in Figure 4 is essentially a clustering algorithm. It is a 
parameterless clustering algorithm for feature space 
whose calculation is dependent on the estimate of 
probability density which has no requirement on either 
the number of the input of clusters and or the shape of 
the cluster. The feature space can be regarded as one of 
its posterior probability density functions. In the 
unknown probability density functions, modes 
correspond to the part with higher density, and the 
same cluster is composed of the data that bear the same 

mode. If there is a certain d-dimensional space d
R , 

given n  sample points ( )0,1,2,3,...,
i
x i n= , then for 

the point x , its corresponding MeanShift vector can be 

described as the form of (4): 

 ( ) ( )
1

i h

h i

x S

M x x x
n

∈

= −∑  (4) 

h
S  denotes a high-dimensional sphere with a radius 

h . The definition of 
h

S  is: 

 ( ) ( )( )( )2T

h
S x y y x y x h= − − ≤   (5) 

 

Figure 4. Saliency map of high-resolution images 

In real circumstance, each point has a different 

contribution to point x  in the region 
h

S . Therefore, in 

order to better describe the situation, the concept of 
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kernel function and sample weight is introduced into 
the MeanShift vector. The introduction of the kernel 
function causes the influence of the offset on the 
MeanShift vector to vary with distance as the sample 
distance is shifted by the offset point. After introducing 
the kernel function and the sample weight parameter, 
the MeanShift vector can be expressed as: 

 ( )
( ) ( )( )

( ) ( )
1

1

n

H i i ii

h n

H i ii

G x x x x x
M x

G x x x

ω

ω

=

=

− −

=

−

∑
∑

 (6) 

Where ( )G x  and ( )
i
xω  denote the introduced 

kernel function and sample-weight parameter. H  is a 
positive-definite bandwidth matrix. The form of H  is 
as shown in (7):  
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The MeanShift vector can be revised into the form 
of (8) after introducing the kernel function and sample-
weight parameter. 
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Technically MeanShift vector can be interpreted as a 
kind of regularized probability density gradient, the 
direction of which is the weighted average of the 
direction vectors of the individual data points. 
Therefore, MeanShift algorithm is actually a method 
that uses the probability density gradient to obtain the 
local optimal solution in the sample points. 

It is essential to translate the problems into a density 
estimation problem when applying MeanShift to solve 
them. We mainly focus on color and coordinates 
information when involving image processing. 
Segmentation issues concentrates on locating the class 
center of each pixel in the input image, while all the 
points with the same center can be regarded as one 
group of cluster. When using MeanShift to segment 

images, each point ( ),x y  of the input image can be 

expressed as a set of multidimensional data 

( ), , , ,x y r g b  consisting of coordinates and RGB color 

values, and the algorithm will locate the region with 
the highest density in the input multidimensional data 
using the window scan space. The spatial position of 
each point in an image, i.g., the range of variation of its 
corresponding coordinates in the image, differs vastly 
from the range of variation of RGB color values. 
Therefore, two different sizes of windows can be used 
to clustering in the algorithm in these two dimensions. 

When the MeanShift window moves, all the points that 
converge to the same peak value after window 
transformation will form the same cluster 
corresponding to this peak. Such implementation on 
the image will lead to image segmentation. 

For the high-resolution remote sensing images in 
this paper, the result of MeanShift segmentation is 
shown in Figure 5. The same color in the figure 
represents the same area. It is clear that for the dataset 
used in this paper, MeanShift can distinguish the 
targets to be detected from the background. Despite of 
the small fragment areas in the detection result, 
background with large areas such as waters will be 
eliminate efficiently. The regions obtained from the 
segmentation map obtained through MeanShift can be 
screened according to the shape features of the high-
resolution image objects, despite the fact that vast 
small fragmented areas can be found. Comparing to the 
entire input image, target with high resolution such as 
ships or toil tanks in this paper are small agglomerate 
targets so that the small regions can be eliminated 
utilizing the shape information of the area of each 
communication regions, the aspect ratio, etc.. For the 
filtered regions, we calculate the average saliency 

value ( )S k  with the assist of the results of the saliency 

test and contrast ( )S k  against the 
mean

S  of each image. 

Further filtering towards the segmentation result will 
be processing by means of this flexible threshold 

screening pair. If ( ) 2
mean

S k S> × , the region is 

reserved, and larger saliency region constituted of the 
adjacent regions with less difference in saliency will be 
extracted as a candidate ROI, otherwise it is regarded 
as a background.  

 

Figure 5. The result of MeanShift segmentation 

Now that most of the backgrounds in the reserved 
ROI area have been eliminated, small regions around 
the target is the next to be addressed. In order to merge 
the target regions into one region, the adjacent regions 
are amalgamated due to the surrounding rectangular 
frame.  

After the merge, the final extraction result of ROI 
region is output. Finishing the above implementation, 
the extraction of ROI region in the process of high-
resolution remote sensing image target recognition is 
completed. The result of the target ROI region 
extraction of the final high-resolution remote sensing 
image is shown in Figure 6. 



Method of Target Recognition in High-resolution Remote Sensing Image Based on Visual Saliency Mechanism and ROI Region Extraction 1337 

 

 

Figure 6. The schematic diagram of ROI region 
extraction results 

3.2 The Description and Recognition of the 

Target 

The major task after obtaining the ROI regions is to 
get a segmentation plane between the target and the 
negative sample using the classifier through selecting a 
proper feature descriptor for the ROI region and target. 
In this paper, high-resolution remote sensing targets 
are mainly small and multi-package targets such as 
ships, oil tanks, and airplanes. The difficulty in 
identification is that aircrafts, ships bear different types 
and scales, while the huge difference in imaging angle 
and target brightness of the same target in the dataset 
also contributes to the difficulty of recognition. 

However, the high-resolution targets are more 
closed than the surrounding background, and its shape 
features are prominent. Therefore, when designing the 
target feature-description vector, it is significant to 
highlight the contour and shape features of the target, 
meanwhile, the extracted features should have certain 
scale and rotation invariance. 

In our work, target shape feature (aspect ratio, area 
size, proportion in the image) are used, Hu invariant 
moment [19] and hog gradient histogram are used in 
the recognition of targets. 

Contour is a very important feature information in 
the recognition of high-resolution targets, since the 
geometry feature of those targets is obvious. While 
ships, airplanes and other targets bear different docking 
direction, color and size, the overall inner-class 
structure of each target is similar. Therefore, when 
designing features, the extracted shape features must 
have rotation invariance, translation invariance, and 
scale invariance. The moment of the image contains 
the features of the image in terms of size, position, 
direction and contour, which can be used to describe 
the global shape feature of an image. 

 
 
 

In mathematics, if there is a discrete random 
variable X , a constant c , a positive integer k , then 

( )
k

E X c−  will be defined as the k -order moment of 

X  in relation of c . For the case that 0c = , defining 

( )
k

E X  as the k -order origin moment of the variable 

X . While ( )
k

c E X= , ( )
k

E X c−  is called the k -

order center moment of the variable X . For a discrete 
grayscale image, it can be regarded as a plane with 
uneven thickness. The grayscale value of the point 

( ),x y  in the image can represent the density value of 

the plane at this position, and the whole image can be 
interpreted as a two-dimensional probability density 
function. Therefore, the moment can be used to 
describe the features of the image. 

For a discrete grayscale image sizing M N× , set 

( ),f x y  as the pixel value at the point ( ),x y . Then for 

the grayscale image, its ( )p q+ -order origin moment 

can be expressed as the form of (9):  

 ( )
1 1

,

M N
p q

pq

x y

m x y f x y
= =

=∑∑  (9) 

The central moment is defined as the form of (10): 

 ( ) ( ) ( )
1 1

,

M N
p q

pq c c

x y

x x y y f x yµ

= =

= − −∑∑  (10) 

When setting , 0p q =  in (10), we can obtain the 0 -

order origin moment and $1$-order origin moment of 
the image. (11) is the form of the 0 -order origin 

moment while (12) represents the 1 -order origin 
moment. 
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,

M N

x y
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= =
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Then the 0 -order origin moment can represent the 

sum of all grayscale values of the image. Combining 
the 1 -order moment of the image with the 0 -order 

moment, we can calculate the centroid of the image. 
The centroid coordinates of the image are: 

 10 01

00 00

,
c c

m m
x y

m m

⎛ ⎞
= =⎜ ⎟

⎝ ⎠
 (13) 
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Each image has three 2 -order moments, 
11

m , 
02

m  

and 
20

m , which can describe the main axis of the target 

image. There are 2 1
n

−  n -order moments of the image, 

and it is more complicated to analyze the higher-order 
moments. The moment of the image can greatly 
describe the basic geometric features of the image, and 
to some extent resist the change of rotational 
translation and scaling, so it is also called the invariant 
moment of the image. Experiments has indicated that 
simply utilizing the origin moment or central moment 
of the image is insufficient to have rotation invariance, 
translation invariance and scale invariance. Hu 
proposed the Hu moment in 1962 and gave the 
definition of continuous moment and the basic 
properties of the moment. In addition, Hu proved the 
translation invariance, the rotation invariance and the 
proportional invariance of the moment. The Hu 
moment is mainly constructed based on the 2 -order 
central moment and the 3 -order central moment of the 

image. In order to eliminate the influence of rotation 
and scale changes on the image, define the normalized 
central moment as: 

 
00

pq

pq γ

μ
η

μ
=  (14) 

Where 
2

p q
γ

+
= , 2,3,p q+ = � . Using the 2 -

order and 3 -order normalized moments, Hu proposes 

the following invariant moment groups of seven 
invariant moments in his paper, as shown in (15). They 
form the feature vectors of an input image, i.e. the Hu 
moment. The Hu moment can resist the change of the 
features brought by the rotation translation and scaling 
to a certain degree. However, since the Hu moment 
only adopts low-order moments, the detailed features 
of the images is relatively lacking. The Hu moment is 
suitable for describing the basic shape of an image. In 
addition to the Hu moment, our paper also applies the 
HOG feature to describe the targets, which will be 
described in detail later.  

The Histogram of Oriented Gradient (HOG) is a 
feature extraction means commonly applied in image 
processing. In computer vision, local features of an 
image can often be described by image gradients or 
directional density distributions of edges. The HOG 
feature is built on statistical information of gradients of 
the image, and the HOG feature reflects local feature 
information such as edges and gradients of the image. 
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 (15) 

The main idea of extracting the HOG feature is to 
first divide the image into small connected blocks, 
called cell units, shown in Figure 7, and then calculate 
and merge the gradient histograms of the small blocks. 
The specific implementation manner lies in the 
following steps. First, collect the gradient value and 
direction of all the pixels in the input image, using the 
calculation method is of convolving the input image 

with [ ]-1,0,1
T

 and [ ]1,0, 1
T

−  after obtaining the 

gradient values 
x
I  and 

y
I  of the input image in the x , 

y  directions. The magnitude of the gradient ( ),M x y  

and direction of the gradient ( ),x yθ  of the image at 

point ( ),x y  can be calculated from (16) and (17). 

 

Figure 7. Cell units 
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 ( ) 2 2
2

,
x y

M x y I I= +  (16) 

 ( ) ) )1
, tan 0,360 0,180

y o o

x

I
x y or

I
θ

− ⎡ ⎡= ∈⎣ ⎣  (17) 

The image is then referred to as several cell units in 
the manner presented in Figure 8. The gradient 
histogram of each cell unit is calculated. For each cell 
unit, a statistical result can be calculated to form a 
feature vector. After that, in order to guarantee these 
histogram features of better illumination invariance 
and geometric invariance, each four cell units is 
combined to form a larger block to make sure the 
contrast is normalized. For each block, the feature 
description vectors of all the cell units are stitched 
together to form the feature vector corresponding to it, 
and meanwhile the feature vectors of all blocks make 
up the gradient histogram description vector of the 
entire image, which is the final output of the HOG 
description vector for the original image. A schematic 
diagram of the HOG feature is shown in Figure 8. The 
description of the local features by the HOG feature 
combined with the description of the overall shape and 
contour features of the entire image by the Hu invariant 
moment conclude the entire feature description vector, 

expressed as [ var ,
H HOG

Vector Hu in iantmoment
−

= −  

]HOG descriptionvector− . The experiments show that 

this composite feature has excellent stability to remote 
sensing targets under high resolution, as well as 
considerable translation invariance and rotation 
invariance. In the training process of the high-
resolution remote sensing targets in our work, the ratio 
of positive and negative samples is set to 1:3. After the 

description feature 
H HOG

Vector
−

 is obtained, SVM is 

utilized to be trained on the dataset to achieve the 
recognition of the ROI region and the target 
confirmation. 

 

Figure 8. Schematic diagram of HOG features of high-
resolution samples 

 

 

The training process is the process of finding the 
best segmentation hyper-plane for positive and 
negative samples. SVM performs excellent in the 
learning of small samples. Through introducing the 
kernel function and the relaxation factor, to some 
extent, the linear inseparability of the sample can be 
solved. The relaxation factor is a tolerance for the 
degree of relaxation of outlier sample points. In this 
paper, we use the linear kernel function to find the 
optimal segmentation hyper-plane in the original 
feature space of the sample. Set the relaxation factor to 
0.01, and determine the iteration termination condition 
to 1000 or when the error is less than a fixed value. 
Then train the positive and negative samples to obtain 
a classification model. During the test process, extract 

the 
H HOG

Vector
−

 of each untested ROI region and send 

it to the trained SVM classifier for prediction on 
whether it belongs to the positive sample or not. If so, 
map back to the original image to calculate the 
corresponding position of the target on the original 
image. Otherwise, abandon the ROI region and output 
the result of the recognition of the original image. 

Based on the above process, the schematic diagram 
of the recognition result of the high-resolution remote 
sensing images in this paper is shown from Figure 9 to 
Figure 14. For the targets of oil tanks, airplanes, ships, 
etc., in our work, take 20% of the source dataset 
obtained from the cooperative as a testset and conduct 
test on it, the target recognition accuracy of the test 
results meets the project indicators that it exceeded 
85%. 

 

Figure 9. The recognition result of ship target-1 

 

Figure 10. The recognition result of ship target-2 
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Figure 11. The recognition result of oil tank target-1 

 

Figure 12. The recognition result of oil tank target-2 

 

Figure 13. The recognition result of plane target-1 

 

Figure 14. The recognition result of plane target-2 

4 Conclusion 

Aiming at the issue of remote sensing target 
recognition under high resolution, we proposed a 
method based on visual saliency mechanism and ROI 
region extraction, machine learning algorithms are 
used to perform segmentation and classifying. We 

achieved a high recognition accuracy of over 85% on 
our dataset consisting of the targets of planes, oil tanks 
and ships. More importantly, our method can be used 
for recognition of other similar remote sensing targets 
of high resolution. 
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