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Abstract 

Although research in face detection and recognition 

has achieved tremendous progress through the various 

frameworks that are being put forward every year, face 

detection under complex circumstances is still a 

challenging issue. Multiple task-driven face detection has 

wide applications, such as crowd number estimation, face 

recognition attendance and so on. In this paper, we 

propose a multiple task-driven cascade detection 

networks based on super-resolution Pyramid, to 

effectively tackle the following challenges in face 

detection: low-resolution faces under the lens; faces from 

blur, illumination, scale, pose, expression and occlusion. 

Our method integrates the advantages of the super-

resolution technology and an efficient image pyramid 

structure. The design of this structure not only recover 

high frequency information lost in the sampling process, 

but also can handle multi-scale invariants. Also, facial 

landmarks play non-negligible roles during detection. 

Our method achieves state-of-the-art results over prior 

arts on both the WIDER FACE dataset and the Face 

Detection Dataset and Benchmark (FDDB), and our 

results show a higher average detection precision of 90%. 

Notably, we demonstrate superior performance and 

robustness in a challenging environment. 

Keywords: Face detection, Super-resolution, Cascaded 

conventional neural network, Facial landmarks 

1 Introduction 

With the rapid development of deep learning 

technology, face detection in the field of computer 

vision has been greatly improved. However, there are 

still some problems in practical applications, especially 

in public video surveillance. Due to the far distant 

between faces and lens, the low resolution of video and 

serious face occlusion etc., the image resolution is low 

and the identification difficulty is increased. In order to 

solve the above problems, it is necessary to reconstruct 

low-quality, low-resolution video images into high-

quality, high-resolution face images, to improve image 

recognition accuracy. 

The current image super-resolution techniques 

mainly include two methods: the reconstruction-based 

image super-resolution method and the learning-based 

image super-resolution method. The reconstruction-

based super-resolution method, while relatively mature, 

requires additional degradation models that conform to 

the actual imaging conditions, and accurately estimate 

the sub-pixel motion in the image sequence, which 

increases the difficulty in the process and does not 

make good use of the prior knowledge of the image. 

Compared with the reconstruction-based super-

resolution method, learning-based super-resolution can 

reduce the computational complexity and pertinently 

recover the object by learning prior knowledge. 

Besides solving the universality issues of face 

detection, such as heavy blur, overlap, extreme 

illumination, small objects and irregular posture etc., 

our network architecture also effectively solve the 

problems of low resolution, small target face and 

serious face occlusion from surveillance video in 

public contexts. In this paper, we named the proposed 

model Super-Resolution Pyramid Convolution Neural 

Network (SRPN-CNN). This framework constructs a 

super-resolution image pyramid (SRPN) based on 

multiple task-driven detection networks, which 

distinguishes it from other prior image pyramids in 

many aspects. On the contrary, the resolution of the 

image was taken into consideration during the 

construction of the image pyramid based on super-

resolution and it has the function of noise reduction as 

well. The multiple task-driven detection network aims 

to detect faces through the cascade networks: the first 

of which mainly implements face detection. The 

second network employs facial landmarks to assist 

with final face detection. In this stage, it is conducive 

to reduce the probability of false detections. The aim of 

increasing the accuracy was achieved accordingly. 
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Overall, the contributions of this paper are mainly 

summarized in the following three aspects: 

As stated above, the key issue is: Can we propose a 

model that addresses the comprehensive problem? In 

this paper, our network architecture effectively solves 

the complex issues of heavy blur, overlap, extreme 

illumination, small objects and irregular posture, etc. 

We named the proposed model Super-Resolution 

Pyramid Convolution Neural Network (SRPN-CNN). 

This framework integrates two cascaded networks: the 

first of which completes the up-sampling operation at 

different factors to directly build an exquisite image 

pyramid, which distinguishes it from other prior image 

pyramids in many aspects. On the contrary, the 

resolution of the image was taken into consideration 

during the construction of the image pyramid based on 

super-resolution and it has the function of noise 

reduction as well. The second network aims to detect 

faces through a deep convolutional neural network. 

Finally, we attempt to use facial landmarks to assist 

with final face detection. In this stage, it is conducive 

to reduce the probability of false detections. The aim of 

increasing the accuracy was achieved accordingly. 

Overall, the contributions of this paper are mainly 

summarized in the following three aspects: 

(1) We put forward a new image Pyramid based on 

super-resolution reconstruction technology. At each 

scale of the image pyramid, our pyramid network 

recovers the lost high-frequency information in the 

process of image sampling and greatly restore the 

image. In addition, the image obtained with SRPN has 

the effect of sharpening and denoising. We conducted 

extensive experiments using this model and the 

experimental results demonstrate that our proposed 

pyramid model improves the facial recognition 

performance as shown in Table 2 of Section 3.2. 

(2) We propose a multiple task-driven face detection 

algorithm based on ResNet (MRF-CNN). Our cascaded 

network we designed reduces the computation cost in 

both forward and backward propagation, accelerating 

convergence rate. In addition, we explore the 

relationship between face detection methods and facial 

landmarks locating approaches. Analysis results show 

that facial landmarks accuracy contribute more 

improvements of face detection accuracy. We designed 

a powerful CNN network to locate facial landmarks 

accurately in order to reduce the false positive rate as 

much as possible. 

(3) Many experiments were conducted on 

challenging face datasets, and the results demonstrate 

that our proposed multiple task-driven cascaded 

network outperformed all compared methods. Each 

characteristic of our cascaded networks optimized our 

overall framework to better adapt to complex 

circumstances. For example, our approach not only is 

robust against blurring and tiny objects engendered by 

the lens, but also has strong capability of detection in 

occlusion, changing illumination or posture, etc. 

However, existing methods based CNN do not provide 

such flexibility. 

The rest of the paper is organized as follows: In 

Section 2, we briefly introduce the related research in 

the area of face detection and image resolution. Section 

3 presents the framework of our work and provides a 

more detailed description for each module. Section 4 

provides the experimental results, and conclusions are 

given in Section 5. 

2 Related Works 

2.1 Multi-scale Representation 

Multi-scale representation is very important in 

image processing. David Lowe [1] proposed a scale 

invariant feature transform algorithm (SIFT) that keeps 

the invariance of image translation, rotation, zoom, and 

affine transformation. Speed up robust features (SURF) 

proposed by H. Bay [2] is similar as the above SIFT 

method. In Ramanan et al.’s work [3], their algorithm 

mainly uses multiscale representation and deformable 

part model for object detection and their result 

outperforms the best results in the 2007 challenge. 

Researchers have shifted from visual geometric 

restoration to more object recognition problems since 

the emergence of Bag of Words (BoW), spatial 

pyramids and vector quantization. Single Shot 

MultiBox Detector (SSD) [4] is the recent technique 

that obtains predicting category scores and a series of 

fixed-size bounding boxes. This network is different 

from the basic CNN network and it adds additional 

auxiliary structures. However, all these multi-scale 

representations describe local features of images in a 

simple form at different scales. Our work aims to 

choose the appropriate scale invariant method to 

optimize our model so that our model can be better 

applied to the multi-scale face detections. 

2.2 Image Super-resolution 

According to whether training samples are 

dependent on each other, super resolution algorithms 

of a single image can be categorized into two types: 

methods based on enhanced edges (non-example-based) 

and methods based on learning (example-based). The 

example-based method has been a hot spot in recent 

years. It extracts the high-frequency information model 

from the training samples and is followed by predicting 

the information of test samples using the machine 

learning method in order to achieve an improved image 

resolution. 

Most of the learning-based super-resolution methods 

are patch-based methods, which generate small image 

patches from the input image and calculates the higher-

resolution image patches corresponding to the lower-

resolution image patches. It was first proposed in 

Pentland’s work [5]. These studies vary depending on 

how to construct a model and how to select a training 
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set. Freeman et al. [6] proposed a Markov random field 

(MRF) to deal with low-level vision tasks. Chang et al. 

[7] introduced a neighbor embedding technique, which 

uses the training samples effectively. However, these 

algorithms are less efficient. Researchers have 

therefore proposed a series of improved algorithms [8-

9] to accelerate the operational speed. The pioneering 

work of Yang et al. [10-11] assumed that the input of 

low resolution patches could be represented by a sparse 

linear expression. 

The super-resolution reconstruction method based 

on learning for face images [12-13] is also a related 

research hot spot that can improve the accuracy of face 

recognition. Hennings Yeomans et al.’s [14] work 

proposed to simultaneously perform both the super-

resolution reconstruction and the face recognition, and 

obtain both the result of face recognition and the super-

resolution of the face image. However, none of them 

applied the three-channel image super-resolution 

technique into face detection. 

2.3 Face Detection and Facial Landmarks’ 

Location 

Face detection is the key step to face recognition and 

an indispensable part of face detection applications. 

However, it also meets with many challenges, such as 

blur, occlusion, extreme lighting, and large pose 

variation, in real applications. Early detection methods 

based on geometric features [15-18] have characteristics 

of small storage and immunity to illumination 

interference, but require high quality of image and high 

accuracy of feature points. These external conditions 

are often used as an aid to guarantee the accuracy of 

the detection. Compared with these traditional methods 

[19-23], the method based on machine learning has its 

unique advantages in face detection and recognition. 

When implemented with GPU, it can significantly 

improve detection speed. In recent years, more 

complex networks, such as VGGNet [24], GoogleNet 

[25], ResNet [26], etc. have been applied to face 

detection. 

The location of facial landmarks is not only a crucial 

problem in face recognition research field, but also a 

basic problem in the field of graphics and computer 

vision, their purpose is to locate landmark information 

on the images that correspond to facial features such as 

the eyes, nose and mouth. The basic idea of traditional 

location algorithms, such as active shape model ASM 

[27] and active appearance model AAM [28], is that 

they combine the texture features of faces with the 

position constraints among the feature points. Certainly, 

there are template fitting approaches as well, such as 

the methods of [29-31]. Recently, Zhang et al. [32] use 

the structure of multiple deep convolutional neural 

network to enhance performance through multi-task 

learning.  

However, most of the available face detection and 

face alignment methods have not exploited the inherent 

correlation between the above-described two tasks. We 

investigate to associating facial landmarks’ location 

and face detection. 

3 The Proposed Approach 

In this section, we will introduce the architecture of 

multiple task-driven cascaded networks for face 

detection and describe the characteristic of each 

proposed approach in detail. 

3.1 Overall Framework 

The overall framework mainly includes three parts: 

the construction of the super-resolution pyramid, rough 

face detection based on MR-net and face refinement 

based on F-net, as shown in Figure 1. 

.
.
.

Stage2: MR-net

NMS

Stage1: SRPN

.
.
.

Stage3: F-net

MR-net

F-net

 

Figure 1. Overview of our detection pipeline that 

includes three stages 

Stage 1: We exploit a deep convolutional neural 

network to obtain a super-resolution image pyramid, 

which is the input for the next network. We named it 

the super-resolution pyramid network (SRPN), and it 

consists of two sub-modules. The first sub-module 

utilizes bi-cubic interpolation algorithm to construct a 

low-resolution image pyramid. The second sub-module 

uses a convolutional network to recover the local detail 

of the low-resolution face image. 

Stage 2: Multi-scale images generated by the 

pyramid network are fed to the second network for 

multi-tasking face detection. We named this network 

as Multitasking Residual Network (MR-net). The MR-

net utilizes the advantages of low-dimensional features 

and high-dimensional features from different layers of 

the network to simultaneously implement face 

classification and regression. we obtain detection 

bounding boxes for each scale and then merge them 

back into the original scale. After that, the final 

detection bounding boxes will be extracted by 

employing non-maximum suppression (NMS).  

Stage 3: This stage uses a facial attribute as an 

auxiliary task to enhance face detection performance 

by exploiting another different convolutional neural 

network. In this stage, the feature point network(F-net) 

outputs five facial landmarks to verify whether the face 
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is true or not. The advantage of this network is that it 

reduces the false positive rate. 

With these well-designed networks, our method 

obviously outperforms other methods on “easy” and 

“hard” sets, despite the “medium” set results being 

slightly worse than those of the CMS-RCNN method 

as shown in Table 1. 

Table 1. Performance of our approach on validation set 

of WIDER FACE [33]. Underline indicates the best 

performance 

Method easy medium hard 

ACF [34] 0.659 0.541 0.273

Two-stage CNN [33] 0.681 0.618 0.323

Multi-scale Cascade CNN [35] 0.691 0.634 0.345

LDCF+ [36] 0.790 0.769 0.522

Multi-task Cascade CNN [32] 0.848 0.825 0.598

CMS-RCNN [37] 0.899 0.874 0.624

Ours 0.9 0.872 0.710

3.2 Network Architectures 

3.2.1 Super-resolution Pyramid Network 

In the target recognition, bilinear interpolation used 

in the image pyramid is generally common, this 

interpolation method is fast and simple in operation, 

but it causes the important details of the enlarged 

image to be lost and the image becomes blurred. We 

present a new image pyramid based on super-

resolution to solve the above problems, mainly by 

combining the super-resolution technique with a coarse 

image pyramid. The image super-resolution technique 

[38] is integrated into our system by employing the 

convolutional network to reconstruct a high-resolution 

image without extra pre/post-processing operations. 

Therefore, it decreases the computational complexity 

compared with other similar methods [11, 39]. Our 

present structure SRPN, applied to face detection, has 

the advantages of image deblurring and noise reduction, 

resulting in good robustness and simplicity. The 

structure of super-resolution pyramid network as show 

in Figure2. Further, one could investigate different 

scaling factors to cope with the scale invariance. Our 

precision of detection improves up to 90% with SRPN, 

as shown in Table 2. 

3.2.2 Multiple Task-driven Cascaded Networks 

Multiple task-driven cascaded networks consist of 

MR-net and F-net. Our cascade network architecture is 

showed in Figure 3. The MR-net based on 101-residual 

network is used to achieve face classification and 

regression task, according to its characteristics of 

different layers. The last network of our cascade 

network is F-net, the function this network assists the 

results of detection with more accurately. The multiple 

task-driven cascaded networks we designed has the 

following advantages: 

C1:feature map

64@9*9

C2:feature map

32@1*1

conv3conv1 conv2

low-resolution 

input image

high-resolution 

input image

 

Figure 2. The statistic of average object sizes on the 

training dataset. (a) The distribution of WIRED FACE 

dataset, different colors represent different ranges of 

face pixels. (b) The distribution of pre-trained 

ImageNet dataset 

Table 2. Comparison of our pyramid structure with 

SRPN and without SRPN. Obviously, the results with 

SRPN shows better performance on the datasets. 

Underline indicates the best performance 

Method Easy Medium Hard 

With SRPN 0.9 0.872 0.710 

Without SRPN 0.886 0.855 0.688 

face classfication

bounding box 

regression

1×1,64

3×3,64

1×1,256

×2

1×1,128

3×3,128

1×1,512

×3

7×7,64

1×1,256

3×3,256

1×1,1024

×22

input image

conv:1×1,125

conv：1×1,125

1×1,512

1×1,128

3×3,64

1×1,64

1×1,1024

1×1,256

3×3,64

1×1,64

conv5_xconv1_x conv2_x conv3_x conv4_x

1×1,256

1×1,64

3×3,64

1×1,64

conv:

 

MR-net 

facial landmark localization

Conv1:3×3,32

MP:3×3,stride:2

Conv3:3×3,64

MP:2×2,stride:2

Conv2:3×3,64

MP:3×3,stride:2
Conv4:2×2,128 Fc:3×3,256

input image

face classfication

bounding box regression

2

4

10

 

F-net 

Figure 3. The architectures of MR-net and F-net, 

where “MP” indicates max pooling and “Conv” 

indicates convolution 

(1) The MR-net network can reduce the computation 

cost and speed up the convergence. First, since the 

front of the network has eliminated a lot of non-face, 

therefore, it reduces the cost of computation for 

regression task in forward propagation. Second, the 

classification task only needs to update the gradient of 

the corresponding part in backpropagation, thus the 

gradient calculation is greatly reduced and the 

convergence speed is accelerated. 

(2) As shown in Figure 3, there is a modification 

using 1× 1 convolution instead of full connection. This 

design allows the input of our approach to be an 

arbitrary size. 
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(3) The F-net network refine the output result of 

MR-net and eliminate false face. Therefore, face 

detection to be more accurate. 

3.3 Implementation 

For training MR-net, we define the class label 

(positive or negative samples) to each object: (i) 

Positives: Regions that the intersection-over-union 

(IOU) overlap higher than 70% with any ground-truth 

boxes; (ii) Negatives: we assign a negative label to a 

non-face background if its IOU overlap is lower than 

30% with any ground-truth boxes (others are ignored). 

With these definitions, we minimize an objective 

function. We use log loss function for face 

classification and Huber loss for bounding box 

regression for each sample xi. Obviously, we need an 

aggregate loss and it is defined as: 

 

( ) ( )

( )

det det

det

1 1
ˆ, ,

ˆ ,

box

i i i i

i reg

box box box

i i i

i

L p y L p y
N N

p L y y

λ= +∑

∑
 (1) 

Here i is the index of object in mini-batch and pi is 

the predicted probability of object i being a face. The 

notation gt

i
y ∈{0, 1} denotes the ground-truth label. ri 

is a vector representing the four parameterized 

coordinates of the predicted bounding box, including 

left top, height and width. gt

i
r is the ground-truth box 

coordinates. 

For training F-net, we use AFLW dataset [40] for 

extracting facial landmark, and loss function of this 

network for the classification and regression tasks are 

the same as that of the MR-net, and square sum loss 

function as the loss function of facial features 

localization. The formula is defined as follows: 

 2

2
ˆ|| ||landmark landmark landmark

i i i
L y y= −  (2) 

We implemented the proposed face detector on the 

Caffe library [41] platform. The pre-trained ImageNet 

[42] model was used for fine-tuning on the WIDER 

FACE training set. We randomly resized the training 

data to a specific resolution and randomly cropped one 

227 × 227 region from the re-scaled image and we 

defined a learning rate of 5
10  and a momentum of 0.9. 

4 Experiments 

In this section, we first explore the designs of image 

pyramid and study the relationship between the 

performance of face detection and scaling factors. 

Then we evaluate the detection performance against 

other methods and qualitative results on WIDER 

FACE and FDDB [43]. Finally, we investigate the 

impact of using the localization of facial landmarks, 

which assists with face detection to reduce the false 

positive rate. 

4.1 Comparison of Various Interpolation 

Results 

In this experiment, we compared the result via 

SRPN method with the existing three interpolation 

methods, and achieve 2x magnification. The existing 

methods include: the nearest neighbor interpolation, 

bilinear interpolation and bi-cubic interpolation. As 

shown in Figure 4: (a) shows the result obtained by the 

nearest neighbor interpolation method to enlarge 2 

times; (b) is the result obtained by bilinear 

interpolation method; (c) and (d) generated by the bi-

cubic interpolation algorithm and the SRPN algorithm 

respectively. 

  

(a) respectively represent 

the nearest neighbor, 

bilinear, bi-cubic and 

image super resolution 

interpolation method 

(b) respectively represent 

the nearest neighbor, 

bilinear, bi-cubic and 

image super resolution 

interpolation method 

   

(c) respectively represent 

the nearest neighbor, 

bilinear, bi-cubic and 

image super resolution 

interpolation method 

(d) respectively represent 

the nearest neighbor, 

bilinear, bi-cubic and 

image super resolution 

interpolation method 

Figure 4. Comparison of the results after magnification 

of various interpolation methods 

Observation of the experimental results, we found 

that: the beak edge from (a) exist jagged phenomenon, 

and (b) overcome this phenomenon, but its edge and 

feather texture are vaguer than (c). In comparison, the 

effect of (d) is best obviously. From the beak edge of 

four visualizations, the images obtained by the others 

are indistinct, and the image obtained by SRPN is 
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relatively clear. The effect of SRPN preferably 

maintain the sharp edges, retain more details and de-

noising. Therefore, super-resolution technology 

integrated to the image Pyramid is the best choice. 

4.2 Scaling Factor and Performance Trade-

offs 

4.2.1 Data Analysis 

During the training phase, the data analysis is 

essential to obtain a better training model. As shown in 

Figure 5(a), we found that more than 78% of faces, on 

the WIDER FACE dataset, had an average size 

between 8 and 40 pixels, approximately. Smaller 

objects obviously outnumber larger objects, and this is 

the phenomenon of imbalanced data. Therefore, we 

added one step for data augmentation. In the section, 

we use simple amplification method: cropping, scaling 

and rotation. Certainly, it is necessary to consider the 

distribution of a pre-trained dataset (ImageNet), as 

shown in Figure 5(b). 

   

(a) The distribution of 

WIRED FACE dataset, 

different colors represent 

different ranges of face 

pixels 

(b) The distribution of pre-

trained ImageNet dataset 

Figure 5. The statistic of average object sizes on the 

training dataset 

4.2.2 The Sensitivity Analysis of the Scaling 

Factor  

Next, we conducted an experiment to explore the 

following problems: First, is there a relationship 

between object resolution factors and template sizes? 

Here, we used t (h, w) to refer to a template, in which 

“h” and “w” refer to height and width of the template, 

respectively. In order to find diverse sizes of objects o 

(
h

σ

,
w

σ

) in the test picture, we must specify the range 

of the upsampling factor “ σ ”. For example, we 

assumed that the template size is 200× 100, and that 

there are many faces with different sizes, such as 

100 × 100, 200 × 100, 134 × 67. To achieve more 

accurate results, the corresponding factor was applied 

to the sample images for different resolutions. The 

second question was what size is more conducive to 

detection? We conducted relevant experiments to 

determine this scope. The results showed that the 

maximum value of the upsampling factor is 2. As 

shown in Figure 6, the factor 2, expressed in blue bars, 

works the best, and the effect of factors below 2 is 

worse. Our method used a series of discrete factors to 

adapt the template to find the final targets.  

 

Figure 6. Constructing super-resolution image 

pyramid helps to improve the performance of face 

detection, especially for find small and blur face. The 

improvement with SRPN is improved by 2.2% on 

“hard” set. Because “hard” set has more blur, smaller 

faces. The gray columnar represents bilinear 

interpolation, while the blue columnar represents 

scaling factor 2, the orange represents factor 4 

4.3 Evaluation on Face Detection 

In this section, we visualize the qualitative results of 

our detectors in Figure 7. We chose challenging 

samples with high occlusion, exaggerated expressions, 

and other cases (atypical pose, blur, illumination, etc.). 

The results show that our method has both better 

robustness and higher accuracy. We include a detailed 

comparison for the following methods, and datasets are 

divided into five groups according to attributes. As the 

experimental results shown in Table 3, our model 

works well in any case of challenging datasets, which 

proves that characteristics of multi-task cascaded 

networks play a pivotal role as well.  

     

(a) Post (b) Illumination (c) Scale 

   

(d) Occlusion (e) Expression (f) Blur 

Figure 7. Visualized results for each challenging 

situation with our multi-task network framework 
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Table 3. Experimental result validate that our method 

has notable robustness for various situations. The 

Seetaface [44] approach is an open source C++ face 

recognition engine 

method blur occlusion expression illumination pose 

Ours 0.891 0.669 0.952 0.854 0.908

MTCNN [32] 0.840 0.603 0.933 0.779 0.795

seetaface [44] 0.556 0.190 0.933 0.742 0.833

 

As shown in Figure 8, compared with other state-of-

the-art face detectors [32-37], our face detector 

achieves excellent results on the WIDER FACE. 

Notably, when comparing ours with the Multitask 

Cascade CNN algorithms, our performance improves 

by 10.4% on the “hard” set. Our method obviously can 

improve precision and recall rate on the hard and easy 

sets, respectively. As shown in Figure 8(d), we adopt 

the area under the curve (AUC) as an evaluation 

indicator. Comparison of these detection algorithms: 

[32, 34, 45-51], our results show AUC of 95.6% and 

excelled than the MTCNN on the FDDB dataset. 

  

(a) Precision recall curves 

on three subsets of WIDER 

FACE validation set 

(b) Precision recall curves 

on three subsets of WIDER 

FACE validation set 

   

(c) Precision recall curves 

on three subsets of WIDER 

FACE validation set 

(d) Evaluation on FDDB

Figure 8.  

4.4 The Joint Effectiveness of Face Detection 

and Facial Landmarks 

Facial landmarks can be used for auxiliary detection 

to reduce the error rate, especially when applied to 

simple backgrounds, such as indoor rooms, conference 

rooms, classrooms, etc. Some related experiments have 

been conducted to evaluate the joint contribution of 

detection and facial landmarks. We evaluate the 

performance of two different approaches (with and 

without the localization of facial landmarks) on the 

WIDER FACE dataset. The results show that it is 

beneficial for face detection with the jointed 

localization of facial landmarks, and some bounding 

boxes that were detected by mistake were eliminated, 

as shown in Figure 9. The left-hand image was not 

done through the processing steps of facial landmarks. 

However, there are some wrong boxes, such as the 

photo frame on the table and the chair beside the 

window. On the contrary, the right-hand image has 

jointed detection and facial landmarks and shows 

significant improvements. 

(a) The result of test image 

without facial landmarks 

(b) The result of test image 

with facial landmarks 

Figure 9. Observing the result of facial landmarks 

5 Conclusion 

In this paper, we proposed a framework based on 

cascaded CNNs for multiple task-driven face detection. 

The SRPN-CNN framework better leverages the 

resolution and the scale of an image. Moreover, in the 

final stage, we exploited the inherent correlation 

between the face detection and facial landmarks to 

further reduce the false positive rate. Extensive 

evaluations on the challenging benchmarks for face 

detection demonstrate that our methods have achieved 

superior performance than other state-of-the-art 

methods. In the future, we will explore different 

training strategies and consider model optimization in 

order to achieve faster speeds and to further improve 

the performance. 
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