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#### Abstract

Based on the ideas [The Newton-parallel matrix multisplitting algorithms for solving systems of nonlinear equations, Journal of Sichuan Normal University (Natural Science), 1995, 18(4): 51-55] and [Global relaxed nonstationary multisplitting multi-parameters methods, International Journal of Computer Mathematics, 2008, 85(2): 211-224], this paper extends global relaxed multisplitting TOR iterative method for solving linear systems to that for nonlinear systems and presents Newton-relaxed non-stationary multisplitting multiparameters USAOR method for nonlinear equations. Moreover, we also study the convergence of our methods, set up the convergence theorems and estimate the rate of convergence.
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## 1 Introduction

Consider the following nonlinear equations [36-37]

$$
\begin{equation*}
F(x)=0, F: \Omega \subset R^{N} \rightarrow R^{N} \tag{1}
\end{equation*}
$$

where $F$ is nonlinear mapping, $\Omega$ is any bounded set on $R^{N}$, and $x$ is a real vector on $\Omega$.

With the rapid development of technology, solution of nonlinear equation is more and more important. Nonlinear problems are of interest to engineers, physicists, mathematicians, and many other scientists because most systems are inherently nonlinear in nature. The application of scientific computing has been widely used in all walks of life, such as the analysis images of meteorological data, the shape design of aircraft, cars and ships, and the scientific calculation of high-tech research. Therefore, it is often necessary to find the root of the nonlinear equations (1). Many scholars have done a lot of research work on the
numerical solution of the smooth nonlinear equations (1), and a series of efficient calculation methods have been obtained, which can be seen in $[2-3,6,9-10,13$, 17, 22]. Even so, the algorithm design and theoretical analysis for the nonlinear equations are still far less mature and profound than the linear equations. For most iterative method for solving nonlinear equations, the structural idea comes from the iterative method of solving linear equations. The concept of multisplitting for the parallel solution of linear system was introduced by O'Leary and White [35] and further studied by many other authors [2-13, 15-17, 22-23, 26, 28-31, 34, 38, 40-50]. Among them, Prof. Bai, Huang and Gu et al. [2-13, 29-31] did great work. In 1993, Bai and Wang [2] set up a general framework of parallel matrix mullisplitting relaxation methods for solving large scale system of linear equations, investigated the convergence properties of this framework and gave several sufficient conditions. In 1994, Bai [3] gave comparisons of the convergence and divergence rates of the parallel matrix multisplitting iteration methods when the coefficient matrices are an $L$-matrix. In [31], Huang et al. further studied GRPM-style methods and gave comparisons of convergent and divergent rates for an $H$-matrix. In 1995, Bai [4-5] further discussed the convergence and divergence rates for a class of generalized matrix multisplitting relaxation methods in a detailed manner and revealed the inner links between two known frameworks of multisplitting relaxation methods. In 1996, Bai et al. [6-7] constructed various synchronous and asynchronous parallel matrix multisplitting iterative methods suitable to the SIMD and MIMD multiprocessor systems and set up a class of parallel nonlinear AOR method in the sense of matrix multi-splitting for solving the large scale system of nonlinear equations. In [12-13, 34], Bai et al. studied the nonstationary multisplitting iteration methods and the nonstationary multisplitting two-stage iteration methods when the coefficient matrix is an $H$-matrix or a positive definite matrix or a hermitian positive

[^0]definite matrix. In [29-30], Gu et al. further studied relaxed nonstationary two-stage matrix multisplitting methods and the corresponding asynchronous schemes. In [16], Cao studied the convergence of nested stationary iterative methods when the coefficient matrix is monotone including $H$-matrices. In [26], Evans, Wang and Bai proposed a class of matrix multisplitting multiparameter relaxation methods including the matrixmultisplitting SOR method, the extrapolated matrix multisplitting AOR method, the matrix multisplitting SSOR and SAOR methods as its special cases for solving large nonsingular systems of equations and established the convergence theory of this new class of methods under the condition that the coefficient matrix of the system of equations is an $H$ matrix. In [40-41, 43-44, 46-47], Wang et al. further studied the convergence of relaxed parallel multisplitting AOR, USAOR and SSOR methods for an $H$-matrix. In [22-23, 45], Chang and Zhang et al. further proposed the parallel multisplitting TOR method for solving a large nonsingular systems of linear equations when the coefficient matrices are an $H$-matrix and established the convergence theorem of this new algorithm. Then, Zhang et al. [48] further studied the parallel multisplitting TOR method and obtained the better convergence results. In [17, 38], Cao et al. analyzed the convergence of two different variants of relaxed multisplitting methods with different weighting schemes when $A$ is a monotone matrix or an $M$-matrix. In [49], Zhang et al. studied the non-stationary matrix multisplitting multiparameters methods for almost linear systems when the matrix $A$ is a square nonsingular $H$-matrix. Using the similar ideas, Zhang et al. [50] analyzed modulus-based synchronous multisplitting multiparameters methods for linear complementarity problems when the system matrix is an $H_{+}$-matrix. In [33], Li extended the corresponding methods to the solution of nonlinear equations, and constructed and the Newton-parallel multisplitting algorithms. On the basis, this paper extends relaxed parallel multisplitting USAOR iterative method for solving linear systems to that for nonlinear systems. Moreover, we study the convergence of our methods, set up the convergence theorems and estimate the rate of convergence. When choosing the approximately optimal relaxed parameters, Newton-relaxed parallel multisplitting multiparameters USAOR iterative methods presented in this paper for nonlinear systems will have faster convergence rate than other methods.

The Newton method for solving equations (1) is as follows:

$$
\begin{equation*}
x^{k+1}=x^{k}-F^{\prime}\left(x^{k}\right)^{-1} F\left(x^{k}\right), k=0,1, \ldots, \tag{2}
\end{equation*}
$$

The corresponding Newton equations are

$$
\begin{equation*}
F^{\prime}\left(x^{k}\right) x=F^{\prime}\left(x^{k}\right) x^{k}-F\left(x^{k}\right) . \tag{3}
\end{equation*}
$$

For convenience, define

$$
\begin{equation*}
A\left(x^{k}\right)=F^{\prime}\left(x^{k}\right), b\left(x^{k}\right)=F^{\prime}\left(x^{k}\right) x^{k}-F\left(x^{k}\right), \tag{4}
\end{equation*}
$$

Then the formula (3) can be expressed as

$$
\begin{equation*}
A\left(x^{k}\right) x=b\left(x^{k}\right), k=0,1 \ldots \tag{5}
\end{equation*}
$$

On the basic knowledge of nonlinear equations (1), please refer to the literature $[15,30]$. If the case of relaxed matrix multisplitting is applied, then we can obtain Newton-relaxed parallel multisplitting iterative method, abbreviated as NRPM iterative method.

```
Algorithm 1. (Relaxed Parallel Multisplitting Method)
Given the initial vector \(x^{(0)} \in R^{N}\),
```

For $m=0,1, \ldots$, repeat (I) and (II), until convergence.
(I) For $t=1,2, \ldots, \alpha$, (parallel) solving $y_{t}$ :

$$
\begin{equation*}
M_{t}\left(x^{k}\right) y_{t}=N_{t}\left(x^{k}\right) x^{m}+b\left(x^{k}\right) \text { (Local relaxation) } \tag{6}
\end{equation*}
$$

(II) Computing

$$
\begin{equation*}
x^{m+1}=\gamma \sum_{t=1}^{\alpha} E_{t} y_{t}+(1-\gamma) x^{m}(\text { System relaxation }) \tag{7}
\end{equation*}
$$

Remark 1.1. If a diagonal element of the $E_{t}$ is zero, the corresponding component of the $y_{t}$ does not need be calculated, it greatly saves the amount of work. Therefore, this shows that $E_{t}$ also play a role in the allocation of the workload of the processor. We should choose $E_{t}$ to load the balance between the processors as far as possible, thereby reduce the cost of waiting for synchronization. Obviously, Algorithm 1 has the nature of parallelism.
Lemma 1.1. Let $A$ be an $H$-matrix, then $A$ is nonsingular, and $|A|^{-1} \leq\langle A\rangle^{-1}$.
Lemma 1.2. Let $A$ and $B$ be $M$-matrices. If $A \leq B$, then $A^{-1} \geq B^{-1}$.
Lemma 1.3. Let $A$ be an $H$-matrix, and $A=D-B$, $D=\operatorname{diag}(A)$, then $\rho\left(|D|^{-1}|B|\right)<1$. Moreover, $D$ is nonsingular.

## 2 Newton-relaxed Multisplitting USAOR Method

In order to improve the convergence speed, in this section we will design the Newton-relaxed parallel multisplitting USAOR Method. From multisplitting iteration scheme, we have

$$
H\left(x^{k}\right)=I-G\left(x^{k}\right) A\left(x^{k}\right),
$$

Then
$x^{m+1}=\left(I-G\left(x^{k}\right) A\left(x^{k}\right)\right) x^{m}+G\left(x^{k}\right) b\left(x^{k}\right), m=0,1,2, \ldots$,

To extense the iterative scheme, we will introduce

$$
G\left(x^{k}\right)=\sum_{t=1}^{\alpha} E_{t} M_{t}\left(x^{k}\right)^{-1}, H\left(x^{k}\right)=I-G\left(x^{k}\right) A\left(x^{k}\right)
$$

The corresponding iterative scheme is

$$
\begin{equation*}
x^{m+1}=H\left(x^{k}\right) x^{m}+G\left(x^{k}\right) b\left(x^{k}\right), k=0,1,2, \ldots, \tag{8}
\end{equation*}
$$

Define

$$
A\left(x^{k}\right)=D\left(x^{k}\right)-L_{t}\left(x^{k}\right)-U_{t}\left(x^{k}\right), t=1,2, \ldots, \alpha,
$$

where $D\left(x^{k}\right)=\operatorname{diag}\left(A\left(x^{k}\right)\right), L_{t}\left(x^{k}\right)$ is strictly lower triangular matrix, $U_{t}\left(x^{k}\right)$ is strictly upper triangular matrix, satisfying

$$
U_{t}\left(x^{k}\right)=D\left(x^{k}\right)-L_{t}\left(x^{k}\right)-A\left(x^{k}\right)
$$

Then $\left(D\left(x^{k}\right)-L_{t}\left(x^{k}\right), U_{t}\left(x^{k}\right), E_{t}\right)$ is a multisplitting of $A\left(x^{k}\right)$.

```
Algorithm 2. (Relaxed Non-stationary Parallel
    Multisplitting Method)
Given the initial vector \(x^{(0)} \in R^{N}\),
```

For $m=0,1, \ldots$, repeat (I) and (II), until convergence.
For $t=1,2, \ldots, \alpha$, Define $y_{t}^{(0)}=x^{m}$.
(I) For $i=1,2, \ldots, q(m, t)$ (parallel) solving $y_{t}{ }^{i}$ :

$$
\begin{equation*}
M_{t}\left(x^{k}\right) y_{t}^{i}=N_{t}\left(x^{k}\right) y_{t}^{(i-1)}+b_{i}\left(x^{k}\right) \tag{9}
\end{equation*}
$$

(II) Computing

$$
\begin{equation*}
x^{m+1}=\gamma \sum_{t=1}^{\alpha} E_{t} y_{t}^{q(m, t)}+(1-\gamma) x^{m} \tag{10}
\end{equation*}
$$

If applying USAOR iteration method on Algorithm 2 , we may obtain relaxed nonstationary multisplitting multi-parameters USAOR method, denoted as RNMMUSAOR method, whose iteration format is as follows:

$$
\begin{equation*}
x^{m}=H_{R N M M-U S A O R} x^{m}+\gamma G_{R N M M-U S A O R} b\left(x^{k}\right), \tag{11}
\end{equation*}
$$

where

$$
\begin{gather*}
H_{R N M M-U S A O R}=\gamma H+(1-\gamma) I, \\
H=\sum_{t=1}^{\alpha} E_{t}\left(Q_{\eta, \xi}, P_{\alpha, \beta}\right)^{q(m, k)} \\
G_{R N M M-U S A O R}=\sum_{t=1}^{\alpha} K_{t}\left\{\sum_{i=1}^{q(m, k)-1}\left[W_{\beta} V_{\xi}\right]^{-1}\left[R_{\eta, \xi} M_{\alpha, \beta}\right]^{i}\right\} \\
{\left[W_{\beta} V_{\xi}\right]^{-1} \eta_{t} \alpha_{t,}} \\
Q_{\eta, \xi}=\left(D\left(x^{k}\right)-\xi_{t} L_{t}\left(x^{k}\right)\right)^{-1}\left[\left(1-\eta_{t}\right) D\left(x^{k}\right)\right. \\
\left.+\left(\eta_{t}-\xi_{t}\right) L_{t}\left(x^{k}\right)+\eta_{t} U_{t}\left(x^{k}\right)\right]=V_{\xi}^{-1} R_{\eta, \xi}, \\
P_{\alpha, \beta}=\left(D\left(x^{k}\right)-\beta_{t} U_{t}\left(x^{k}\right)\right)^{-1} \\
{\left[\left(1-\alpha_{t}\right) D\left(x^{k}\right)+\left(\alpha_{t}-\beta_{t}\right) U_{t}\left(x^{k}\right)\right.}  \tag{12}\\
\left.+\alpha_{t} L_{t}\left(x^{k}\right)\right]=W_{\beta}^{-1} M_{\alpha, \beta} .
\end{gather*}
$$

Obviously, the iterative scheme (11) converges if and only if $\rho\left(H_{R N M M-U S A O R}\right)<1$. If we approximately solve Newton equations (5) by using RNMM-USAOR method, then we can obtain Newton-relaxed nonstationary multisplitting multi-parameters USAOR method, denoted as NRNMM-USAOR method, whose iteration format is as follows:

$$
\begin{align*}
\xi^{(1)}: x^{k+1}= & x^{k}-\left[H_{\text {NRNMM-USAOR }}\left(x^{k}\right)^{l-1}+\ldots \ldots .+I\right]  \tag{13}\\
& G_{\text {NRNMM-USAOR }}\left(x^{k}\right) F\left(x^{k}\right)
\end{align*}
$$

Based on the iterative scheme (13), when choosing different parameters $\alpha_{k}, \beta_{k}, \eta_{k}, \xi_{k}, \gamma$ and $q(m, t)$, we will obtain different iterative scheme. Please refer to Table 1.

Table 1. Diffetent Newton-relaxed multisplitting iterative scheme

| $\alpha_{k}, \beta_{k}, \eta_{k}, \gamma, q(m, t)$ | Method | Ref |
| :---: | :---: | :---: |
| $\alpha_{1}, \beta_{1}, \alpha_{1}, \beta_{1}, 1,1$ | NM-USSOR | this paper |
| $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}, 1,1$ | NM-USSAOR | this paper |
| $\alpha_{1}, \beta_{1}, \alpha_{1}, \beta_{1}, \gamma, 1$ | NRM-USSOR | this paper |
| $\alpha_{1}, \beta_{1}, \alpha_{2}, \beta_{2}, \gamma, 1$ | NRM-USAOR | this paper |
| $\alpha_{t},,_{t}, \alpha_{t}, \beta_{t}, 1, q(m, t)$ | NNMM-USSOR | this paper |
| $\alpha_{t}, \beta_{t}, \eta_{t}, \xi_{t}, 1, q(m, t)$ | NNMM-USAOR | this paper |
| $\alpha_{t}, \beta_{t}, \alpha_{t}, \beta_{t}, \gamma, q(m, t)$ | NRNMM-USSOR | this paper |
| $\alpha_{t}, \beta_{t}, \eta_{t}, \xi_{t}, \gamma, q(m, t)$ | NRNMM-USAOR | this paper |

Remark 2.1. NRNMM-USAOR method uses more relaxed factors and is the generalization of a variety of Newton-multisplitting iterative scheme. Moreover, each processor can select different parameters, so it is suitable for parallel computing. For NRNMM-USAOR method, we can choose proper $E_{t}$ in order to make each processor achieve load balance and avoid waiting for synchronization. Moreover, if we can select appropriate relaxed factors, then the convergence speed may be improved and solving time may be greatly reduced.

## 3 Convergence Analysis

Lemma 3.1. [33] Assume $F$ is $G$-differentiable in an open neighborhood $\Omega_{0} \subset \Omega$ of $x^{*} \in \operatorname{int}(\Omega), F^{\prime}$ is continuous in $x^{*}$ and $F^{\prime}\left(x^{*}\right)$ is nonsingular, such that $F^{\prime}\left(x^{*}\right)=0(t=1,2, \ldots, \alpha)\left(M_{t}\left(x^{*}\right), N_{t}\left(x^{*}\right), E_{t}\right) \quad$ is a multisplitting of $F^{\prime}\left(x^{*}\right)$. If $M_{t}: \Omega_{0} \rightarrow R^{N \times N}$ is the attraction [27] of iterative scheme $\xi, \forall$ positive integer $l>1$, and $R_{1}\left(\xi, x^{*}\right)=\rho\left[H\left(x^{*}\right)^{l}\right]$, where $R_{1}\left(\xi, x^{*}\right)$ is $R$-factor [27] of iterative scheme $\xi$ in $x^{*}, \rho(G)$ is the
spectral radius of matrix $G$.
Theorem 3.2. Assume $F$ is $G$-differentiable in an open neighborhood $\Omega_{0} \subset \Omega$ of $x^{*} \in \operatorname{int}(\Omega), F^{\prime} F^{\prime}$ is continuous in $x^{*}$ and $F^{\prime}\left(x^{*}\right)$ is nonsingular. Let $F^{\prime}(x)=D(x)-L_{t}(x)-U_{t}(x), t=1,2, \ldots, \alpha \quad$ is the decomposition of the iterative scheme (11), $L_{t}(x)$ is continuous in $x^{*}$ and $D\left(x^{*}\right)=\operatorname{diag}\left(F^{\prime}\left(x^{*}\right)\right)$ is nonsingular, $\sum_{t=1}^{\alpha} E_{t}=I, E_{t}$ is diagonal non-negative matrix. Consider Newton-relaxed non-stationary multisplitting Multi-parameters USAOR method

$$
\begin{aligned}
x^{k+1}= & x^{k}-\left[H_{\text {GRNMM-USAOR }}\left(x^{k}\right)^{l-1}+\ldots+I\right] \\
& G_{G R N M M-U S A O R}\left(x^{k}\right) F\left(x^{k}\right), k=0,1, \ldots
\end{aligned}
$$

where $H_{\text {RNMM-USAOR }}, G_{R N M M-U S A O R}$ is defined before. If $\rho\left[H_{R N M M-U S A O R}\left(x^{k}\right)\right]<1$, then $x^{*}$ is the attration [23] of iterative scheme $\quad \xi^{(1)}$, and $R_{1}\left(\xi^{(1)}, x^{*}\right)$ $=\rho\left[H_{\text {RNMM-USAOR }}\left(x^{*}\right)\right]$, where $R_{1}\left(\xi^{(1)}, x^{*}\right)$ is $R-$ factor [27] of iterative scheme $\xi^{(1)}$ in $x^{*}$.

Proof. From hypothesis, we can find: $F^{\prime}(x)$ $=M_{t}(x)-N_{t}(x), t=1,2, \ldots, \alpha$. Since $F^{\prime}, L_{t}(x)$ is continuous in $x^{*}$, then $M_{t}(x)$ is also continuous in $x^{*}, t=1,2, \ldots, \alpha$. Since $L_{t}\left(x^{*}\right)$ is strictly low triangular matrix and $D\left(x^{*}\right)$ is nonsingular, then we can obtain that $M_{t}\left(x^{*}\right)$ is also nonsingular, $t=1,2, \ldots, \alpha$. It is easy to meet all the conditions of Lemma 3.1. By Lemma 3.1, Theorem 3.2 is established.

Theorem 3.3. Assume the conditions are satisfied of $F$ and $x^{*}$ in Theorem 3.2. $F\left(x^{*}\right)=D\left(x^{*}\right)-L_{t}\left(x^{*}\right)-U_{t}\left(x^{*}\right)$ is $H$-matrix, $\left(D\left(x^{*}\right)-L_{t}\left(x^{*}\right), U_{t}\left(x^{*}\right), E_{t}\right)(t=1,2, \ldots, \alpha)$ is multisplitting of $F^{\prime}\left(x^{*}\right)$. Let $\left\langle F^{\prime}\left(x^{*}\right)\right\rangle=\left|D\left(x^{*}\right)\right|-$ $\left|L_{t}\left(x^{*}\right)\right|-\left|U_{t}\left(x^{*}\right)\right|=\left|D\left(x^{*}\right)\right|-\left|B\left(x^{*}\right)\right|$. If $0<\alpha_{t}, \eta_{t}<$ $\frac{2}{1+\rho}, 0 \leq \beta_{t} \leq \alpha_{t}, 0 \leq \xi_{t} \leq \eta_{t}, 0<\gamma<\frac{2}{1+\rho^{\prime}}$, then $x^{*}$ is the attration [27] of iterative scheme $\xi^{(1)}$, and $\rho=\rho\left(\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right)=\rho(J), \quad R_{1}\left(\xi^{(1)}, x^{*}\right)$ $=\rho\left[H_{\text {RNMM-USAOR }}\left(x^{*}\right)\right], \rho^{\prime}=\max _{1 \leq t \leq \alpha}\left\{\left|1-\alpha_{t}\right|+\alpha_{t} \rho,\left|1-\eta_{t}\right|\right.$ $\left.+\eta_{t} \rho\right\}, q(m, t) \geq 1, m=0,1,2 \ldots, t=1,2, \ldots \alpha$.

Proof. Since $\rho\left[H_{\text {GRNNM-USAOR }}\left(x^{*}\right)\right] \leq \rho\left[\left|H_{\text {GRNMM-USAOR }}\left(x^{*}\right)\right|\right]$, we only prove that $\rho\left[\left|H_{\text {GRNMM-USAOR }}\left(x^{*}\right)\right|\right]<1$, then we can obtain $\rho\left[H_{G R N M M-U S A O R}\left(x^{*}\right)\right]$. By Theorem 3.2 we can see that this theorem is established.

At first, we will prove $|H| x \leq \theta x$ ( $m=0,1,2 \ldots ., 0 \leq \theta<1$ ).

By hypothetical conditions, we know $D\left(x^{*}\right)-\beta_{t} U_{t}\left(x^{*}\right)$ and $D\left(x^{*}\right)-\xi_{t} L_{t}\left(x^{*}\right)$ are both $H$-matrix, $k=1,2,3 \ldots . \alpha$. By Lemma 1.1 and definition of comparison matrix, it is not difficult to find

$$
\begin{align*}
& \left|\left(D\left(x^{*}\right)-\beta_{t} U_{t}\left(x^{*}\right)\right)^{-1}\right| \leq\left(D\left(x^{*}\right)-\beta_{t} U_{t}\left(x^{*}\right)\right)^{-1} \\
& =\left(\left|D\left(x^{*}\right)\right|-\beta_{t}\left|U_{t}\left(x^{*}\right)\right|\right)^{-1} . \\
& \left|\left(D\left(x^{*}\right)-\xi_{t} L_{t}\left(x^{*}\right)\right)^{-1}\right| \leq\left(D\left(x^{*}\right)-\xi_{t} L_{t}\left(x^{*}\right)\right)^{-1} \\
& =\left(\left|D\left(x^{*}\right)\right|-\xi_{t}\left|L_{t}\left(x^{*}\right)\right|\right)^{-1} . \tag{14}
\end{align*}
$$

Case 1: when $0<\alpha_{t}, \eta_{t} \leq 1,0 \leq \beta_{t} \leq \alpha_{t}, 0 \leq \xi_{t} \leq \eta_{t}$, $0<\gamma<\frac{2}{1+\rho^{\prime}}$ Define

$$
\begin{align*}
\tilde{M}_{t}^{1}\left(x^{*}\right) & =\left|D\left(x^{*}\right)\right|-\beta_{t}\left|U_{t}\left(x^{*}\right)\right|, \tilde{M}_{t}^{2}\left(x^{*}\right) \\
& =\left|D\left(x^{*}\right)\right|-\xi_{t}\left|L_{t}\left(x^{*}\right)\right| . \\
\tilde{N}_{t}^{1}\left(x^{*}\right) & =\left(1-\alpha_{t}\right)\left|D\left(x^{*}\right)\right|+\left(\alpha_{t}-\beta_{t}\right)\left|U_{t}\left(x^{*}\right)\right|+\alpha_{t}\left|L_{t}\left(x^{*}\right)\right|  \tag{15}\\
& =\tilde{M}_{t}^{1}\left(x^{*}\right)-\alpha_{t}\left(\left|D\left(x^{*}\right)\right|-\left|B\left(x^{*}\right)\right|\right) . \\
\tilde{N}_{t}^{2}\left(x^{*}\right) & =\left(1-\eta_{t}\right)\left|D\left(x^{*}\right)\right|+\left(\eta_{t}-\xi_{t}\right)\left|L_{t}\left(x^{*}\right)\right|+\eta_{t}\left|U_{t}\left(x^{*}\right)\right| \\
& =\tilde{M}_{t}^{2}\left(x^{*}\right)-\eta_{t}\left(\left|D\left(x^{*}\right)\right|-\left|B\left(x^{*}\right)\right|\right) .
\end{align*}
$$

By equation (11), we can get

$$
\begin{align*}
\left|P_{\alpha, \beta}\left(x^{*}\right)\right| \leq & \left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1} \tilde{N}_{t}^{1}\left(x^{*}\right) \\
& =\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1}\left[\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1}-\alpha_{t}\left(\left|D\left(x^{*}\right)\right|-\left|B\left(x^{*}\right)\right|\right)\right]  \tag{16}\\
& =I-\alpha_{t}\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1}\left|D\left(x^{*}\right)\right|\left(I-\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right) .
\end{align*}
$$

Let $e$ denote the vector $e=(1,1,1, \ldots . .1)^{T} \in R^{N}$. Since $J$ is nonnegative, the matrix $J+\varepsilon e e^{T}$ has only positive entries and irreducible for any $\varepsilon>0$. By the Perron-Frobenius theorem for any $\varepsilon>0$, there is a vector $x_{\varepsilon}>0$ such that

$$
\left(J+\varepsilon e e^{T}\right) x_{\varepsilon}=J_{\varepsilon} x_{\varepsilon}=\rho_{\varepsilon} x_{\varepsilon},
$$

where $\rho_{\varepsilon}=\rho\left(J+\varepsilon e e^{T}\right)=\rho\left(J_{\varepsilon}\right)$. Moreover, if $\varepsilon>0$ is small enough, we have $\rho_{\varepsilon}<1$ by continuity of the spectral radius. Because of $0<\alpha_{t} \leq 1$, we also have $1-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}<1$, and $1-\alpha_{t}+\alpha_{t} \rho<1$. Since $\left(\tilde{M}\left(x^{*}\right)\right)^{-1} \geq$ $\left|D\left(x^{*}\right)\right|^{-1}$, we have

$$
\begin{align*}
\left|P_{\alpha, \beta}\left(x^{*}\right)\right| \leq & I-\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|D\left(x^{*}\right)\right| \\
& {\left.\left[\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|+e e e^{T}\right)\right] }  \tag{17}\\
= & I-\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|D\left(x^{*}\right)\right|\left[I-J_{\varepsilon}\right] \\
= & I-\alpha_{t} I+\alpha_{t} J_{\varepsilon} .
\end{align*}
$$

and

$$
\begin{aligned}
\left|Q_{\eta, \beta}\left(x^{*}\right)\right| & \leq I-\eta_{t}\left(\tilde{M}_{t}^{2}\left(x^{*}\right)\right)^{-1}\left|D\left(x^{*}\right)\right|\left[I-J_{\varepsilon}\right] \\
& \leq I-\eta_{t} I+\eta_{t} J_{\varepsilon} .
\end{aligned}
$$

Then, we can obtain

$$
\begin{align*}
& \left|H\left(x^{*}\right)\right| x_{\varepsilon} \leq\left|\sum_{t=1}^{\alpha} E_{t}\left(Q_{\xi, \eta}\left(x^{*}\right) P_{\alpha, \beta}\left(x^{*}\right)\right)^{q(m, t)}\right| x_{\varepsilon} \\
& \leq \sum_{t=1}^{\alpha} E_{t}\left[\left|Q_{\xi, \eta}\left(x^{*}\right) \| P_{\alpha, \beta}\left(x^{*}\right)\right|\right]^{q(m, t)} x_{\varepsilon} \\
& \leq \sum_{t=1}^{\alpha} E_{t}\left[\left(I-\eta_{t} I+\eta_{t} J_{\varepsilon}\right)\left(I-\alpha_{t} I+\alpha_{t} J_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
& =\sum_{t=1}^{\alpha} E_{t}\left[\left(I-\eta_{t} I+\eta_{t} J_{\varepsilon}\right)\left(I-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
& =\sum_{t=1}^{\alpha} E_{t}\left[\left(I-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}\right)\left(I-\eta_{t}+\eta_{t} \rho_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
& \leq\left(1-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}\right)\left(1-\eta_{t}+\eta_{t} \rho_{\varepsilon}\right) x_{\varepsilon} \\
& \quad=\theta_{1} x_{\varepsilon}(\varepsilon \rightarrow 0), \tag{18}
\end{align*}
$$

where $\theta_{1}=\left(1-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}\right)\left(1-\eta_{t}+\eta_{t} \rho_{\varepsilon}\right)<1$. Then, we have $\left|H\left(x^{*}\right)\right| x_{\varepsilon} \leq \theta_{1} x_{\varepsilon}$. and $\rho\left(H\left(x^{*}\right)\right) \leq \rho\left(\left|H\left(x^{*}\right)\right|\right)$ $\leq \theta_{1}<1$.

By similar proving process above, we have

$$
\begin{align*}
\left|H_{R N M M-U S A O R}\left(x^{*}\right)\right| x_{\varepsilon} \leq & {\left[|\gamma-1|+\gamma\left(1-\eta_{t}+\eta_{t} \rho_{\varepsilon}\right)\right] \times } \\
& {\left[|\gamma-1|+\gamma\left(1-\alpha_{t}+\alpha_{t} \rho_{\varepsilon}\right)\right] x_{\varepsilon} } \\
& \left.\left.\leq\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right] x_{\varepsilon} \\
& =\theta_{2} x_{\varepsilon} . \tag{19}
\end{align*}
$$

where $\left.\left.\theta_{2}=\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]<1 \quad$ and $\rho^{\prime}=$ $\max _{1 \leq t \leq \alpha}\left\{\left|1-\alpha_{t}\right|+\alpha_{t} \rho,\left|1-\eta_{t}\right|+\eta_{t} \rho\right\}$.

Finally, we can obtain

$$
\left|H_{\text {RNMM-USAOR }}\left(x^{*}\right)\right| x_{\varepsilon} \leq \theta_{2} x_{\varepsilon} .
$$

and

$$
\rho\left(H_{\text {RNMM-USAOR }}\left(x^{*}\right)\right) \leq \rho\left(\left|H_{\text {RNMM-USAOR }}\left(x^{*}\right)\right|\right) \leq \theta_{2}<1 .
$$

Case 2: when $1<\alpha_{t}, \eta_{t}<\frac{2}{1+\rho}, 0 \leq \beta_{t} \leq \alpha_{t}, 0 \leq \xi_{t} \leq \eta_{t}$, $0<\gamma<\frac{2}{1+\rho^{\prime}}$,
Define

$$
\begin{align*}
\tilde{N}_{t}^{3}\left(x^{*}\right) & =\left(\alpha_{t}-1\right)\left|D\left(x^{*}\right)\right|+\left(\alpha_{t}-\beta_{t}\right)\left|U_{t}\left(x^{*}\right)\right|+\alpha_{t}\left|L_{t}\left(x^{*}\right)\right| \\
& =\tilde{M}_{t}^{1}\left(x^{*}\right)-\left[\left(2-\alpha_{t}\right)\left|D\left(x^{*}\right)\right|-\alpha_{t}\left|B\left(x^{*}\right)\right|\right] . \\
\tilde{N}_{t}^{4}\left(x^{*}\right) & =\left(\eta_{t}-1\right)\left|D\left(x^{*}\right)\right|+\left(\eta_{t}-\xi_{t}\right)\left|L_{t}\left(x^{*}\right)\right|+\eta_{t}\left|U_{t}\left(x^{*}\right)\right| \\
& =\tilde{M}_{t}^{2}\left(x^{*}\right)-\left[\left(2-\eta_{t}\right)\left|D\left(x^{*}\right)\right|-\eta_{t}\left|B\left(x^{*}\right)\right|\right] . \tag{20}
\end{align*}
$$

So

$$
\begin{align*}
& \quad\left|P_{\alpha, \beta}\left(x^{*}\right)\right| \leq\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1} \tilde{N}_{t}^{3}\left(x^{*}\right) \\
& =\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1}\left\{\tilde{M}_{t}^{1}\left(x^{*}\right)-\left[\left(2-\alpha_{t}\right)\left|D\left(x^{*}\right)\right|-\alpha_{t}\left|B\left(x^{*}\right)\right|\right]\right\} \\
& =I-\left(\tilde{M}_{t}^{1}\left(x^{*}\right)\right)^{-1}\left|D\left(x^{*}\right)\right|\left[\left(2-\alpha_{t}\right) I-\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right] \\
& \leq I-\left|D\left(x^{*}\right)\right|^{-1}\left|D\left(x^{*}\right)\right|\left[\left(2-\alpha_{t}\right) I-\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right] \\
& \quad=I-\left[\left(2-\alpha_{t}\right) I-\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right] \\
& \quad=\left(\alpha_{t}-1\right) I+\alpha_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right| . \tag{21}
\end{align*}
$$

and

$$
\begin{aligned}
& \left|Q_{\xi, \eta}\left(x^{*}\right)\right| \leq I-\left[\left(2-\eta_{t}\right) I-\eta_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right|\right] \\
& =\left(\eta_{t}-1\right) I+\eta_{t}\left|D\left(x^{*}\right)\right|^{-1}\left|B\left(x^{*}\right)\right| .
\end{aligned}
$$

Since $1<\alpha_{t}, \eta_{t}<\frac{2}{1+\rho}$, by similar proving process to Case 1, we have

$$
\begin{gather*}
\left|H\left(x^{*}\right)\right| x_{\varepsilon} \leq \sum_{t=1}^{\alpha} E_{t}\left[\left|Q_{\xi, \eta}\left(x^{*}\right) \| P_{\alpha, \beta}\left(x^{*}\right)\right|\right]^{q(m, t)} x_{\varepsilon} \\
\leq \sum_{t=1}^{\alpha} E_{t}\left[\left(\eta_{t} I-I+\eta_{t} J_{\varepsilon}\right)\left(\alpha_{t}-I+\alpha_{t} J_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
=\sum_{t=1}^{\alpha} E_{t}\left[\left(\eta_{t} I-I+\eta_{t} J_{\varepsilon}\right)\left(\alpha_{t}-1+\alpha_{t} \rho_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
=\sum_{t=1}^{\alpha} E_{t}\left[\left(\alpha_{t}-1+\alpha_{t} \rho_{\varepsilon}\right)\left(\eta_{t}-1+\eta_{t} \rho_{\varepsilon}\right)\right]^{q(m, t)} x_{\varepsilon} \\
\leq\left(\alpha_{t}-1+\alpha_{t} \rho_{\varepsilon}\right)\left(\eta_{t}-1+\eta_{t} \rho_{\varepsilon}\right) x_{\varepsilon} \\
=\theta_{3} x_{\varepsilon}(\varepsilon \rightarrow 0) \tag{22}
\end{gather*}
$$

where $\theta_{3}=\left(\alpha_{t}-1+\alpha_{t} \rho_{\varepsilon}\right)\left(\eta_{t}-1+\eta_{t} \rho_{\varepsilon}\right)<1$. Then, we have $\left|H\left(x^{*}\right)\right| x_{\varepsilon} \leq \theta_{3} x_{\varepsilon}$, and $\rho\left(H\left(x^{*}\right)\right) \leq \rho\left(\left|H\left(x^{*}\right)\right|\right)$ $\leq \theta_{3}<1$.

By similar proving process above, we have

$$
\begin{align*}
\left|H_{G R N M M-U S A O R}\left(x^{*}\right)\right| x_{\varepsilon} \leq & {\left[|\gamma-1|+\gamma\left(\eta_{t}-1+\eta_{t} \rho_{\varepsilon}\right)\right] \times } \\
& {\left[|\gamma-1|+\gamma\left(\alpha_{t}-1+\alpha_{t} \rho_{\varepsilon}\right)\right] x_{\varepsilon} } \\
& \left.\left.\leq\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right] x_{\varepsilon} \\
& =\theta_{4} x_{\varepsilon} . \tag{23}
\end{align*}
$$

where $\left.\left.\quad \theta_{4}=\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]\left[|\gamma-1|+\gamma \rho^{\prime}\right)\right]<1 \quad$ and $\rho^{\prime}=\max _{1 \leq t \leq \alpha}\left\{\left|1-\alpha_{t}\right|+\alpha_{t} \rho,\left|1-\eta_{t}\right|+\eta_{t} \rho\right\}$. Finally, we can obtain

$$
\left|H_{R N M M-U S A O R}\left(x^{*}\right)\right| x_{\varepsilon} \leq \theta_{4} x_{\varepsilon}
$$

and
$\rho\left(H_{\text {GRNMM-USAOR }}\left(x^{*}\right)\right) \leq \rho\left(\left|H_{G R N M M-U S A O R}\left(x^{*}\right)\right|\right) \leq \theta_{4}<1$.

The Theorem is completed.

## 4 Numerical Experiments

In this section, we compare the previously established method in this paper by using the following example of the system of nonlinear equation (24). For solving nonlinear systems of the form

$$
\begin{equation*}
A x+\phi(x)=b \tag{24}
\end{equation*}
$$

where $A \in R^{n \times n}$ is a square nonsingular $H$-matrix, $x, b \in R^{n}$ and $\phi: R^{n} \rightarrow R^{n}$ is a nonlinear diagonal Mapping, i.e., the $i$ th component $\phi_{i}$ of $\phi$ is a function Only of $x_{i}$, an iterative method is usually considered.

$$
\begin{aligned}
A & =\left[\begin{array}{cccccc}
8 & -1 & 0 & 0 & 0 & 0 \\
-1 & 8 & -1 & 0 & 0 & 0 \\
0 & \ddots & \ddots & \ddots & 0 & 0 \\
0 & 0 & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & -1 & 8 & -1 \\
0 & 0 & 0 & 0 & -1 & 8
\end{array}\right] \in R^{n \times n}, \\
D & =\operatorname{diag}(8,8, \ldots, 8), \\
\phi(x) & =\left[\begin{array}{c}
x_{1} e^{x_{1}} \\
x_{2} e^{2 x_{2}} \\
\vdots \\
x_{n-1} e^{(n-1) x_{n-1}} \\
x_{n} e^{n x_{n}}
\end{array}\right]: R^{n} \rightarrow R^{n}, b=\left[\begin{array}{l}
3 \\
3 \\
\vdots \\
3 \\
3
\end{array}\right] \in R^{n} .
\end{aligned}
$$

We take $\alpha=2$,

$$
S_{1}=\left\{1,2, \ldots, m_{1}\right\}, S_{2}=\left\{m_{1}, m_{2}+1, \ldots, n\right\}
$$

with $m_{1}, m_{2}$ being positive integers satisfying $1 \leq m_{2} \leq m_{1} \leq n$, and the particular multisplitting ( $D-L_{k}, U_{k}, E_{k}$ ), $k=1,2$ of the coefficient matrix $A \in R^{n \times n}$.

$$
\begin{aligned}
& L_{k}=\left(l_{i j}^{(k)}\right), l_{i j}^{(k)}=\left\{\begin{array}{l}
1, \text { if } j=i-1, i, j \in S_{k}, \\
0, \text { otherwise, }
\end{array}\right. \\
& U_{k}=\left(u_{i j}^{(k)}\right), u_{i j}^{(k)}=\left\{\begin{array}{c}
0, \text { if } j=i, \\
-\left(a_{i j}+l_{i j}^{k}\right), \text { otherwise, }
\end{array}\right. \\
& e_{j}^{(1)}=\left\{\begin{array}{c}
1, \text { if } 1 \leq j<m_{2}, \\
\frac{1}{2}, \text { if } m_{2} \leq j \leq m_{1}, \\
0, \text { if } m_{1}<j \leq n,
\end{array} \quad e_{j}^{(2)},\left\{\begin{array}{c}
0, \text { if } 1 \leq j<m_{2}, \\
\frac{1}{2}, \text { if } m_{2} \leq j \leq m_{1}, \\
1, \text { if } m_{1}<j \leq n,
\end{array}\right.\right.
\end{aligned}
$$

The computations are proceeded with $m_{1}=\left[\frac{4 n}{5}\right]$, $m_{2}=\left[\frac{n}{5}\right]$. Based on NRNMM-USAOR method, when $\xi_{t}=\beta_{t}, \eta_{t}=\alpha_{t}, \gamma=1$, we will show the validity of Theorem 3.2 and Corollary 3.3 in this paper and compare the spectral radius of $H$ with Theorem 3 in [33].

The above numerical examples not only clearly show the validity of Theorem 3.2 and Corollary 3.3 in this paper, but also show that the spectral radius of the iterative matrix with Theorem 3.3 is smaller than that in [33] when the same acceleration factor is adopted.


Figure 1. The eigenvalue distribution of the corresponding methods in this paper and [33] when $\xi_{t}, \beta_{t}, \eta_{t}, \alpha_{t}$ use the first three cases of Table 2, respectively. Here, $n=10$.


Figure 2. The eigenvalue distribution of the corresponding methods in this paper and [33] when $\xi_{t}, \beta_{t}, \eta_{t}, \alpha_{t}$ use the first three cases of Table 2, respectively. Here, $n=100$.


Figure 3. The eigenvalue distribution of the corresponding methods in this paper and [33] when $\xi_{t}, \beta_{t}, \eta_{t}, \alpha_{t}$ use the first three cases of Table 2, respectively. Here, $n=500$.

Table 2. Comparisons of spectral radii of algorithms in this paper and [33]

| Algorithum | $n$ | $\frac{2}{1+e}$ | $q(m, k)$ | $\xi_{t}, \beta_{t}, \eta_{t}, \alpha_{t}$ | $p(H)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| this paper | 10 | 1.6131 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.2, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.6, \eta_{2}=\alpha_{2}=0.9 \end{aligned}$ | 0.3748 |
| [33] | 10 | 1.6131 | 1,1 | $\begin{gathered} \xi_{1}=0.2, \eta_{1}=0.4, \xi_{2}=0.6, \eta_{2}=0.9 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6155 |
| this paper | 10 | 1.6131 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.3, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.8, \eta_{2}=\alpha_{2}=1.4 \end{aligned}$ | 0.3524 |
| [33] | 10 | 1.6131 | 1,1 | $\begin{gathered} \xi_{1}=0.3, \eta_{1}=0.4, \xi_{2}=0.8, \eta_{2}=1.4 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6107 |
| this paper | 10 | 1.6131 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.8, \eta_{1}=\alpha_{1}=1.2 \\ & \xi_{2}=\beta_{2}=0.5, \eta_{2}=\alpha_{2}=0.8 \end{aligned}$ | 0.0829 |
| [33] | 10 | 1.6131 | 1,1 | $\begin{gathered} \xi_{1}=0.8, \eta_{1}=1.2, \xi_{2}=0.5, \eta_{2}=0.8 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.2918 |
| this paper | 100 | 1.6002 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.2, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.6, \eta_{2}=\alpha_{2}=0.9 \end{aligned}$ | 0.4777 |
| [33] | 100 | 1.6002 | 1,1 | $\begin{gathered} \xi_{1}=0.2, \eta_{1}=0.4, \xi_{2}=0.6, \eta_{2}=0.9 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6909 |
| this paper | 100 | 1.6002 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.3, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.8, \eta_{2}=\alpha_{2}=1.4 \end{aligned}$ | 0.4722 |
| [33] | 100 | 1.6002 | 1,1 | $\begin{gathered} \xi_{1}=0.3, \eta_{1}=0.4, \xi_{2}=0.8, \eta_{2}=1.4 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6864 |
| this paper | 100 | 1.6002 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.8, \eta_{1}=\alpha_{1}=1.2 \\ & \xi_{2}=\beta_{2}=0.5, \eta_{2}=\alpha_{2}=0.8 \end{aligned}$ | 0.1311 |
| [33] | 100 | 1.6002 | 1,1 | $\begin{gathered} \xi_{1}=0.8, \eta_{1}=1.2, \xi_{2}=0.5, \eta_{2}=0.8 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.3527 |
| this paper | 500 | 1.6000 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.2, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.6, \eta_{2}=\alpha_{2}=0.9 \end{aligned}$ | 0.4792 |
| [33] | 500 | 1.6000 | 1,1 | $\begin{gathered} \xi_{1}=0.2, \eta_{1}=0.4, \xi_{2}=0.6, \eta_{2}=0.9 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6919 |
| this paper | 500 | 1.6000 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.3, \eta_{1}=\alpha_{1}=0.4 \\ & \xi_{2}=\beta_{2}=0.8, \eta_{2}=\alpha_{2}=1.4 \end{aligned}$ | 0.4737 |
| [33] | 500 | 1.6000 | 1,1 | $\begin{gathered} \xi_{1}=0.3, \eta_{1}=0.4, \xi_{2}=0.8, \eta_{2}=1.4 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.6875 |
| this paper | 500 | 1.6000 | 1,1 | $\begin{aligned} & \xi_{1}=\beta_{1}=0.8, \eta_{1}=\alpha_{1}=1.2 \\ & \xi_{2}=\beta_{2}=0.5, \eta_{2}=\alpha_{2}=0.8 \end{aligned}$ | 0.1322 |
| [33] | 500 | 1.6000 | 1,1 | $\begin{gathered} \xi_{1}=0.8, \eta_{1}=1.2, \xi_{2}=0.5, \eta_{2}=0.8 \\ \alpha_{1}=\alpha_{2}=\beta_{1}=\beta_{2}=0 \end{gathered}$ | 0.3544 |

## 5 Conclusions

When the dimension of Newton equations is higher, the cost of the exact solution will be very large. Accordingly, the computation quantity of Newton method is also very large. In this paper, based on the literature $[25-26,33]$, by introducing a number of relaxed factors, we propose Newton-relaxed nonstationary multisplitting multi-parameters USAOR method, establish local convergence Theorem estimate and the convergence rate. Finally, numerical examples show the effectiveness the proposed method. For the iterative method proposed in this paper, the convergence speed is faster than other methods when selecting the approximately optimal parameters, we will study it in further work.

## Acknowledgements

This research of this author is supported by the National Natural Science Foundation of China (11226337, 11501525), Excellent Youth Foundation of Science \& Technology Innovation of Henan Province (184100510004), Science \& Technology Innovation Talents in Universities of Henan Province (16HASTIT 040, 17HASTIT012), Aeronautical Science Foundation of China (2017ZD55014, 2016ZG55019), Project of Youth Backbone Teachers of Colleges and Universities of Henan Province (2015GGJS-003, 2015GGJS-179), Advanced Technological Research Project of Henan Province (182102110129), Henan Province Postdoctoral Science Foundation (2013031), Research on Innovation Ability Evaluation Index System and Evaluation Model (142400411268). The work of Chaoqian Li is supported partly by the Applied Basic Research Programs of Science and Technology Department of Yunnan Province [2018FB001], Outstanding Youth Cultivation Project for Yunnan Province [2018YDJQ021] and Program for Excellent Young Talents in Yunnan University. The work of Yaotang Li is supported by National Natural Science Foundation of China (11861077).

## References

[1] H. B. An, Z. Z. Bai, A Globally Convergent Newton-GMRES Method for Large Sparse Systems of Nonlinear Equations, Applied Numerical Mathematics, Vol. 57, pp. 235-252, March, 2007.
[2] Z.-Z. Bai, D.-R. Wang, Generalized Matrix Multisplitting relaxation methods and their convergence, Numerical Mathematics, A Journal of Chinese Universities (English Series), Vol. 2, pp. 87-100, January, 1993.
[3] Z.-Z. Bai, Comparisons of the Convergence and Divergence Rates of the Parallel Matrix Multisplitting Iteration Methods,

Chinese Journal of Engineering Mathematics, Vol. 1, pp. 99102, January, 1994.
[4] Z.-Z. Bai, On the Convergence of the Generalized Matrix Multisplitting Relaxed Methods, Communications in Numerical Methods in Engineering, Vol. 11, pp. 363-371, April, 1995.
[5] Z.-Z. Bai, On the Comparisons of the Multisplitting Unsymmetric AOR Methods for M-matrices, Calcolo, Vol. 32, pp. 207-220, December, 1995.
[6] Z.-Z. Bai, J.-C. Sun, D.-R. Wang, A Unified Framework for the Construction of Various Matrix Multisplitting Iterative Methods for Large Sparse System of Linear Equations, Computers and Mathematics with Applications, Vol. 32, pp. 51-76, December, 1996.
[7] Z.-Z. Bai, Parallel Nonlinear AOR Method and Its Convergence, Computers and Mathematics with Applications, Vol. 31, pp. 21-31, January, 1996.
[8] Z.-Z. Bai, On the Convergence Domains of the Matrix Multisplitting Relaxed Methods for Linear Systems, Applied Mathematics, A Journal of Chinese University, Vol. 13, pp. 45-52, March, 1998.
[9] Z.-Z. Bai, Convergence Analysis of the Two-stage Multisplitting Method, Calcolo, Vol. 36, pp. 63-74, June, 1999.
[10] Z.-Z. Bai, Parallel Chaotic Multisplitting Iterative Methods for the Large Sparse Linear Complementarity Problem, Journal of Computational Mathematics, Vol. 19, pp. 281-292, March, 2001.
[11] Z.-Z. Bai, A Class of New Parallel Hybrid Algebraic Multilevel Iterations, Journal of Computational Mathematics, Vol. 19, pp. 651-672, November, 2001.
[12] Z.-Z. Bai, C.-L. Wang, On the Convergence of Nonstationary Multisplitting Two-stage Iteration Methods for Hermitian Positive Definite Linear Systems, Journal of Computational and Applied Mathematics, Vol. 138, pp. 287-296, January, 2002.
[13] Z.-Z. Bai, On the Convergence of Parallel Nonstationary Multisplitting Iteration Methods, Journal of Computational and Applied Mathematics, Vol. 159, pp. 1-11, October, 2003.
[14] P. N. Brown, Y. Saad, Hybrid Krylov Methods for Nonlinear Systems of Equations, SIAM Journal on Scientic and Statistical Computing, Vol. 11, pp. 450-481, October, 1990.
[15] R. Bru, V. Migallón, J. Penadés, D. B. Szyld, Parallel, Synchronous and Asynchronous Twostage Multisplitting Methods, Electronic Transactions on Numerical Analysis, Vol. 3, pp. 24-38, March, 1995.
[16] Z.-H. Cao, On the Convergence of Nested Stationary Iterative Methods, Linear Algebra and Its Applications, Vol. 221, pp. 159-170, May, 1995.
[17] Z.-H. Cao, Z.-Y. Liu, Convergence of Relaxed Parallel Multisplitting Methods with Different Weighting Schemes, Applied Mathematics and Computation, Vol. 106, pp. 181196, Dember, 1996.
[18] L.-B. Cui, C. Chen, W. Li, M. K. Ng, An Eigenvalue Problem for Even Order Tensors with Its Applications, Linear and Multilinear Algebra, Vol. 64, pp. 602-621, July, 2016.
[19] L.-B. Cui, W. Li, M. K. Ng, Primitive Tensors and Directed Hypergraphs, Linear Algebra and Its Applications, Vol. 471, pp. 96-108, April, 2015.
[20] L.-B. Cui, C.-X. Li, S.-L. Wu, The Relaxation Convergence of Multisplitting AOR Method for Linear Complementarity Problem, Linear and Multilinear Algebra, 2018, doi: 10.1080/03081087.2018.1511680.
[21] L.-B. Cui, Y.-S. Song, On the Uniqueness of the Positive ZEigenvector for Nonnegative Tensors, Journal of Computational and Applied Mathematics, Vol. 352, pp. 72-78, May, 2019.
[22] D.-W. Chang, Convergence Analysis of Parallel Multisplitting TOR Method, Journal of Computational and Applied Mathematics, Vol. 72, pp. 169-177, July, 1996.
[23] D.-W. Chang, The Parallel Multisplitting TOR (MTOR) Method for Linear Systems, Computers and Mathematics with Applications, Vol. 41, pp. 215-227, January, 2001.
[24] R. S. Dembo, S. C. Eisenstat and T, Steihaug. Inexact Newton methods, SIAM Journal on Numerical Analysis, Vol. 19, pp. 400-408, March, 1982.
[25] S. C. Eisenstat, H. F. Walker, Globally Convergent Inexact Newton Methods, SIAM Journal on Optimization, Vol. 4, pp. 393-422, July, 1994.
[26] D. J. Evans, D.-R. Wang, Z.-Z. Bai, Matrix Multi-splitting Multi-parameter Relaxation Methods, International Journal of Computer Mathematics, Vol. 43, pp. 173-188, March, 1992.
[27] G.-C. Feng, Iterative Solution of Nonlinear Equations, Shanghai: Shanghai Science and Technology Press, 1989.
[28] A. Frommer, G. Mayer, Convergence of Relaxed Parallel Multisplitting Methods, Linear Algebra and Its Applications, Vol. 119, pp. 141-152, July, 1989.
[29] T.-X. Gu, X.-P. Liu, L.-J. Shen, Relaxed Parallel Two-stage Multisplitting Methods, International Journal of Computer Mathematics, Vol. 75, pp. 351-363, July, 2000.
[30] T.-X. Gu, X.-P. Liu, Parallel Two-stage Multisplitting Iterative Methods, International Journal of Computer Mathematics, Vol. 20, pp. 153-166, March, 1998.
[31] T.-Z. Huang, L.-T. Zhang, T.-X. Gu, X.-L. Guo, GRPM-style Methods and Comparisons of Convergent and Divergent Rates, Computers and Mathematics with Application, Vol. 57, pp. 550-559, February, 2009.
[32] C. T. Kelley, Iterative Methods for Linear and Nonlinear Equations, SIAM, Philadelphia, 1995.
[33] J.-Y. Li, The Newton-parallel Matrix Multisplitting Algorithms for Solving Systems of Nonlinear Equations, Journal of Sichuan Normal University (Natural Science), Vol. 18, pp. 51-55, July, 1995.
[34] J. Mas, Nonstationary Parallel Relaxed Multisplitting Methods, Linear Algebra and Its Applications, Vol. 241-243, pp. 733-747, JulyCAugust, 1992.
[35] D. P. O'Leary, R. E. White, Multi-splittings of Matrices and Parallel Solution of Linear Systems, SIAM Journal on Algebraic and Discrete Mathematics, Vol. 6, pp. 630-640, July, 1985.
[36] J. M. Ortega, W. C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables, Academic Press,

New York, 1970.
[37] W. C. Rheinboldt, Methods for Solving Systems of Nonlinear Equations, SIAM, 1998.
[38] Y.-Z. Song, Convergence of Parallel Multisplitting Methods, Linear Algebra and Its Applications, Vol. 50, pp. 213-232, July, 1994.
[39] R. S. Varga, Matrix Iterative Analysis, Springer-Verlag, 2000.
[40] D.-R. Wang, On the Convergence of Parallel Multisplitting AOR Algorithm, Linear Algebra and Its Applications, Vol. 154/156, pp. 473-486, August, 1991.
[41] S.-X. Xu, Convergence of Nonstationary Parallel Multisplitting SOR Methods, Mathematical Theory and Application, Vol. 20, pp. 116-118, January, 2000.
[42] J.-H. Yun, Performance of ILU Factorization Perconditioners Based on Multisplitting, Numerische Mathematik, Vol. 95, pp. 761-779, October, 2003.
[43] J.-H. Yun, Convergence of SSOR Multisplitting Method for an H-matrix, Journal of Computational and Applied Mathematics, Vol. 217, pp. 252-258, July, 2008.
[44] Y. Zhang, The USAOR Iterative Method for Linear Systems (in Chinese), Numerical Mathematics, Vol. 9, pp. 354-365, July, 1987.
[45] L.-T. Zhang, T.-Z. Huang, T.-X. Gu, Global Relaxed NonStationary Multisplitting Multiparameters Methods, International Journal of Computer Mathematics, Vol. 85, pp. 211-224, October, 2008.
[46] L.-T. Zhang, T.-Z. Huang, T.-X. Gu, X.-L. Guo, Convergence of Relaxed Multisplitting USAOR Method for an H-matrix, Applied Mathematics and Computation, Vol. 202, pp. 121132, August, 2008.
[47] L.-T. Zhang, T.-Z. Huang, T.-X. Gu, Convergent Improvement of SSOR Multisplitting Method, Journal of Computational and Applied Mathematics, Vol. 225, pp. 393397, March, 2009.
[48] L.-T. Zhang, T.-Z. Huang, S.-H. Cheng, T.-X. Gu, Y.-P. Wang, A Note on Parallel Multisplitting TOR Method of an H-matrix, International Journal of Computer Mathematics, Vol. 88, pp. 501-507, December, 2011.
[49] L.-T. Zhang, T.-Z. Huang, S.-H. Cheng, T.-X. Gu, The Weaker Convergence of Non-stationary Matrix Multisplitting Methods for almost Linear System, Taiwanese Journal of Mathematics, Vol. 15, pp. 1423-1436, August, 2011.
[50] L.-T. Zhang, J.-L. Li, The Weaker Convergence of Modulusbased Synchronous Multisplitting Multi-parameters Methods for Linear Complementarity Problems, Computers and Mathematics with Applications, Vol. 67, pp. 1954-1959, June, 2014.

## Biographies



Li-Tao Zhang, Associate Professor, Zhengzhou University of Aeronautics, China. Li-Tao Zhang received the Ph.D. degree in school of mathematical sciences from University of Electronic Science and Technology of China, Chengdu, China, in 2009. Zhang's areas of expertise include matrix analysis and its application, parallel computing, restricted additive Schwarz preconditioner, basedmodulus methods for linear complementarity problems, multisplitting iterative method for special linear systems, and numerical analysis for linear systems.


Chao-Qian Li received the Ph.D. degree from Yunnan University. He is currently an associated Professor with the School of Mathematics and Statistics, Yunnan University, China. He has authored or co-authored over 40 research papers. His main research interests include numerical algebra and tensor analysis.


Yao-Tang Li is currently a Professor with the School of Mathematics and Statistics, Yunnan University, China. He has authored or co-authored over 80 research papers. His main research interests include numerical algebra and special matrices.


[^0]:    *Corresponding Author: Li-Tao Zhang; E-mail: litaozhang@163.com
    DOI: 10.3966/160792642019052003015

