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Abstract 

A visual sensor network (VSN) employs visual 

(camera) sensors instead of scalar sensors to establish the 

wireless network for wide area monitoring and target 

tracking. The visual sensing coverage of a VSN is quite 

related to the sensing direction and sensing angle of each 

camera sensors in the network. Many research issues of 

VSNs are similar but much different from the ones of 

ordinary scalar sensor networks, and the visual coverage 

issue is more specific. In the past years, a great number of 

research literatures have been proposed to address the 

coverage issues for ordinary scalar sensor networks. A 

part of the existing approaches use geometric structure 

concepts in the researches. However, utilizing geometric 

structures to solve visual sensing coverage has not drawn 

much attention of researches. This study, therefore, 

utilizes a geometric structure of Delaunay Triangulation 

with its characteristics to improve overall visual coverage 

of a sensing field for VSNs. The results of evaluation 

with simulations show the proposed approach performs 

very well and obtains a significant visual coverage 

improvement for VSNs. This could be a reference basis 

for further studies. 

Keywords: Visual sensor network, Visual coverage, 

Delaunay triangulation, Geometry 

1 Introduction 

The ordinary scalar sensor-based wireless sensor 

networks have gained many attentions in the sensor 

network research field. The applications of such kind 

of sensor network also have been developed for 

various fields like monitoring and events detection. 

Coverage problems are essential and fundamental 

issues for sensor networks and the coverage 

performance is one of the important indices for sensor 

network QoS (Quality of Service) measurement [1]. 

Consequentially, a great deal of related coverage 

researches for the sensor networks have been proposed 

[2] in the past decade. Nowadays, a specific kind of 

sensor network which consists of camera sensors, so 

called visual sensor networks (VSN), draws attentions 

of researchers [3] and some related works for VSNs 

have been proposed. A VSN is one kind of the 

directional sensor networks (DSNs) [4-5] which are 

formed with directional sensors. The directional 

sensors could be ultrasonic sensors, infrared sensors, 

camera sensors, etc., thus each of the sensors in a VSN 

has a limited sensing angle and works for a designated 

direction. In other words, the visual sensing range of a 

camera sensor is quite different from the range of an 

omnidirectional scalar sensor. It is a sector-shaped area 

with limited radius and angle size. For ordinary scalar 

sensor networks, the overall field sensing coverage 

mainly depends on the positions of every deployed 

sensors. Nevertheless, the visual coverage for VSNs 

additionally depends on the AoV (Angle of View) and 

working direction of camera sensors in the networks. 

For ordinary scalar sensor networks, partial researches 

utilized Voronoi Diagram geometry [6-7] to deal with 

several coverage issues [8-9]. However, the utilization 

of geometric structures for the visual sensing coverage 

problems in VSNs has not gained much attention of 

studies. This study aimed at the utilization of the 

Delaunay Triangulation [10] geometry to deal the 

visual sensing coverage for VSNs. The Delaunay 

Triangulation is the dual graph of Voronoi Diagram, 

but their geometric structures and characteristics are 

quite different. The structure and characteristic of 

Delaunay Triangulation were used to improve the 

overall visual coverage ratio of a VSN sensing field. 

Rotatable camera sensors are assumed and utilized as a 

basis in this study and an algorithm for visual coverage 

improvement, so called VCI, was proposed for visual 

sensor networks. 

2 Related Works  

The researches of wireless sensor networks can be 

majorly categorized into four subjects [11]: (1) Sensing 

Coverage [12]; (2) Network Connectivity [13]; (3) 
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Network Longevity [14]; and (4) Data Fidelity [15]. 

These issues still exist in the research field of visual 

sensor networks. The existing WSN methods or results 

are inapplicable to VSNs, especially in the coverage 

aspect, due to the additional characteristic of vision in 

VSNs. New problem research and solution are required. 

In VSNs, four primary causes will influence the 

coverage: (1) sensors density. Higher sensor density 

will cause a higher field coverage unless the saturated 

deployment; (2) sensors distribution. Too closed 

locations of adjacent sensors will cause serious 

coverage overlaps among these sensors unless their 

working directions are in mutual exclusions; (3) 

sensing distance. A longer sensing distance presents a 

larger field of view (FoV) of the sensor and it causes a 

possibility of overlapped coverages to other sensors; 

and (4) angle of view. A larger sensing angle wills 

presents a larger field of view and causes a higher 

possibility of overlapped coverages in sensing area. 

With respect to the coverage problems of VSNs, the 

problems can be classified into two categories [16]. 

The first category is field coverage problems, which 

improves the overall coverage ratio for a certain 

sensing field. In such case, Huang et al. [17] focused 

on the multimedia image sensor networks and 

proposed a virtual potential field-based method with 

the considerations of sensor movement and direction 

rotation for the coverage enhancement. The second 

category is targets coverage, which decides a set of 

visual sensors to cover interested targets or specific 

points. In such case, the research [18] proposed 

approaches to deal maximum coverage with rotatable 

sensors (MCRS) that the number of targets can be 

covered is maximized while the angle rotations of 

sensors are minimized. Utilizations of geometric 

structures are another approach to solve ordinary WSN 

coverage problems [19-21]. However, it has not drawn 

much attention for VSN coverage solutions. 

Accordingly, this paper proposes an approach, which 

Delaunay Triangulation geometric structure is utilized, 

for the improvement of overall visual coverage ratio in 

a VSN. In other words, the proposed approach aim to 

decide and control the working direction of each 

stationary visual sensor for the reduction of coverage 

overlaps in a VSN. It is a distributed/localized 

approach, hence the global information of the deployed 

VSN is unnecessary. 

3 Preliminaries 

Given a set of points (visual sensors) in a sensing 

field, the Delaunay Triangulation is formed by 

triangles and it can be constructed from the Voronoi 

Diagram. The method is to connect the points of 

adjacent Voronoi cells. In other words, each line in the 

Delaunay Triangulation is the bisector line of the 

Voronoi edge of two adjacent Voronoi cells. That is to 

say, Voronoi Diagram and Delaunay Triangulation are 

the dual graphs to each other. The Delaunay 

Triangulation satisfies the characteristics: (1) any two 

edges do not intersect across each other; (2) skinny 

triangles will be reduced since the minimum angle of 

all triangles is maximized; and (3) any triangle can be 

circumscribed by a circle without any other vertices 

included. Figure 1 shows the example of Delaunay 

Triangulation for a given set of visual sensors. 

 

Figure 1. An example of delaunay triangulation 

Figure 2 shows the visual sensor model used in this 

study. The central node means a visual sensor, which 

coordinates are (a, b). The angle θ indicates the 

working direction of the visual sensor. The value φ is 

the angle of view (AoV) of the sensor. The notation d 

indicates the effective distance to shoot a picture, thus 

sensing range of the visual sensor. 

 

Figure 2. Visual sensor model 

The valid vision field of a visual sensor is a fan-

shaped field (FoV). For any point p located at (p1, p2), 

it will be covered by the visual sensor if and only if it 

satisfies: 
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In addition, there are four basic assumptions used 

for this study:(1) the visual sensors are rotatable to 

decide their working direction; (2) the visual sensors 

are randomly deployed in the sensing area; (3) the 

sensor devices know their coordinates, which 

localization system can be equipped; and (4) there is no 

concern of the network communication distance 

between two adjacent visual sensors. 

4 Visual Coverage Improvement with 

Delaunay Triangulation  

4.1 Approach with DT triangle angles (DTTA)  

Figure 3 is the case that two visual sensors locate 

respectively at the vertices of the same DT triangle. 

The working directions of these two sensors face to the 

interior of the same triangle. In this case, the coverage 

overlap usually will be large. Accordingly, making the 

two sensors to change the working direction will 

reduce the overlap area. Therefore, the first approach 

proposed in this paper utilizes the included angles of 

Delaunay Triangulation triangles to decide new 

working directions. As shown in Figure 4, making the 

directions of the two adjacent sensors to change toward 

the interiors of the different triangles and to be the 

bisector lines of the different included angles 

respectively. 

 

Figure 3. Coverage overlap due to working direction 

 

Figure 4. Overlap reduction by changing working 

direction with DT triangle angle 

Figure 5 shows an example that there are n (n=6) 

visual sensors connected to visual sensor v. These 

sensors form a partial Delaunay Triangulation. The 

location of the sensor v has n=6 included angles which 

belong to different DT triangles respectively. Let βij 

denote the included angle formed by visual sensors vi, 

v, and vj which sensors coordinates are (xi, yi), (a, b), 

and (xj, yj) respectively. vi and vj are the vectors from v 

to vi and vj respectively. The size of the included angle 

βij will be 

 

Figure 5. Decision of workingdirection with DT 

triangle included angle 
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Because the larger included angle means the other 

two angles of the same triangle will be smaller. This 

also means that the sensors located on the other two 

vertices have lower probability of using the other two 

included angles of the same triangle to decide their 

new working directions. Accordingly, it could avoid 

that the three sensors change their directions toward 

the interior of the same triangle. Consequently, larger 

coverage overlap will be avoided. Moreover, once the 

sensor v has decided its new direction, clockwise or 

anticlockwise direction rotation should be determined. 

A smaller rotation distance will consume less energy, 

which is important to a sensor device. 

Figure 6 shows an example that it applies the 
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proposed approach described in this subsection. The 

coverage overlap of the result is significantly reduced 

in this example. 

  

Figure 6. Example of changing working directions 

with DT triangle included angles 

Algorithm 1. The algorithm of DTTA approach 

Dtta algorithm 

4.2 Approach with DT Triangle Edges (DTTE)  

The case shown in Figure 7 is that two visual 

sensors have face-to-face working directions. In the 

cases like this, the coverage overlaps usually are larger 

because the directions of the two sensors are almost on 

the same common edge of two DT triangles. 

Accordingly, the overlap can be reduced if the two 

directions of adjacent sensors can be made to keep 

away from the common edge. In other words, making 

the directions of adjacent sensors to face to different 

edges will reduce the coverage overlap. As shown in 

Figure 8, the triangle edges in a DelaunayTriangulation 

can be utilized to make decisions for the working 

directions of visual sensors. Once different edges are 

selected, the center point of the respective edge will be 

determined as the new direction for its associated 

sensor. 

 

Figure 7. Coverage overlap due to face-to-face 

working direction 

 

Figure 8. Overlap reduction by changing working 

direction with DT triangle edge 

The case shown in Figure 7 is that two visual 

sensors have face-to-face working directions. In the 

cases like this, the coverage overlaps usually are larger 

because the directions of the two sensors are almost on 

the same common edge of two DT triangles. 

Accordingly, the overlap can be reduced if the two 

directions of adjacent sensors can be made to keep 

away from the common edge. In other words, making 

the directions of adjacent sensors to face to different 

edges will reduce the coverage overlap. As shown in 

Figure 8, the triangle edges in a DelaunayTriangulation 

can be utilized to make decisions for the working 

directions of visual sensors. Once different edges are 

selected, the center point of the respective edge will be 

determined as the new direction for its associated 

sensor 

Figure 9 shows an example that there are n (n=7) 

visual sensors connected to sensor v and these sensors 

form a partial Delaunay Triangulation. Therefore, there 

are n=7 DT triangles in the example. Let λij denote the 

edge connected from visual sensors vi and vj which 

sensors coordinates are (xi, yi) and (xj, yj) respectively. 

The length of the DT triangle edge λij will be 
2 2( ) ( ) .

ij i j i j
x x y yλ = − + −  In the design of our 

proposed approach, the edge of the largest length 

among these n=7 edges which are around the sensor 

vwill be selected for new direction decision forthe 

sensor v. Let λmn is the selected one, the center point 

which coordinates (xu, yu)= ((xm+xn)/2, (ym+yn)/2) will 

become the target point of new direction of v. The new 

direction can be determined as: 
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Figure 9. Decision of workingdirection with DT 

triangleslargest edge 

Figure 10 is an example that shows the result of 

applying the proposed approach. The approach could 

reduce the coverage overlap significantly in the 

example.  

 

Figure 10. Example of changing working directions 

with DT triangleslargest edge 

Algorithm 2. The algorithm of DTTE approach 

Dtta algorithm 

 

5 Performance Evaluations 

The proposed two approaches are based on DT 

triangle angles (DTTA) and DT triangle edges (DTTE) 

respectively. To evaluate the performance of these two 

approaches, simulations were held for this study. 

Initially, the visual sensors were deployed randomly. 

The parametersused in the simulations is shown in 

Table 1. The parameters are thesize of VSN field (F), 

number of visual sensors (n), the effective sensing 

distance of the sensors (d), and the angle of view (AoV) 

of the sensors (φ). The simulation results were 

summarized with average of 100 runs for each case. 

Table 1. Simulation settings 

Symbol Description Constant Variable 

F VSN field size 500m×500m N/A 

n 
number of visual 

sensors 
100 80 to 120 

d 
effective visual 

sensing distance 
70m 50m to 90m 

φ 
AoV of visual 

sensors 
135° 115° to 155° 

 

5.1 Performance with Variablenumber of 

Visual Sensors 

To acquire the variationin visual coverage 

performance with different numbers of visual sensors, 

the simulation made the values of parameters d and φ 

to be constant (d=70m and φ=135°). The value of 

parameter n is set from 80 to 120 with an interval of 10. 

Figure 11 shows that both DTTA and DTTE can 

significantly reduce the initial visual coverage overlap 

and improve the coverage ratio; meanwhile, the 

performance of DTTA is better than the one of DTTE. 

Figure 12 shows the increased ratio while respectively 

comparing DTTA and DTTE with the initial coverage. 

DTTA obtained 6.3 to 4.9 percent of visual coverage 

increment while n=80 to n=120. DTTE obtained 6 to 

3.4 percent. 

 

Figure 11. Ratio of visual coverage (d=70m, φ=135°) 
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Figure 12. Growing ratio of visual coverage (d=70m, 

φ=135°) 

5.2 Performance with Variable AoV 

To observe the influence of the different AoVs of 

visual sensors on visual coverage performance, the 

simulation made the parameters n and d to be a fixed 

value respectively (n=100 and d=70m). The value of 

AoV parameter φ is set from 115° to 155° with an 

interval of 10°. Figure 13 still shows that both DTTA 

and DTTE can efficiently improve the coverage ratio; 

meanwhile, the performance of DTTA is also better 

than the one of DTTE. Figure 14 shows the ratio of 

improvement while respectively comparing DTTA and 

DTTE with the initial coverage. DTTA obtained 6 to 

4.7 percent of visual coverage increment while φ=115° 

to φ=155°. DTTE obtained 3 to 4.6 percent. The results 

indicate that the two proposed approaches perform well 

for the reduction of initial visual coverage overlap in 

VSNs. 

 

Figure 13. Ratio of visual coverage (n =100, d=70m) 

 

Figure 14. Growing ratio of visual coverage (n =100, 

d=70m) 

5.3 Performance with Variable Effective 

Sensing Distance 

The simulation in this subsection is to explore the 

difference ofvisual coverage performance while using 

variant effective vision distances of sensors. The 

simulation used a constant value for the parameters n 

and φ respectively (n=100 and φ=135°). The value of 

the parameter n is set from 50m to 90m with an 

interval of 10m. Figure 15 also shows that both DTTA 

and DTTE improve the coverage ratio very well. 

Although the DTTA performed better than DTTE in 

most these cases, its performance of the case d=50m is 

less than the one of DTTE and in the case d=60m it 

performed almost the same with DTTE. Figure 16 

shows the increased visual coverage ratio while 

respectively comparing DTTA and DTTE with the 

initial coverage. DTTA obtained 5.4 to 3.3 percent of 

visual coverage increment while d=50m to d=90m. 

DTTE obtained 7.1 to 2 percent. The results still 

indicate that the two proposed approaches perform well 

for the reduction of initial visual coverage overlap in 

VSNs. 

 

Figure 15. Ratio of visual coverage (n =100, φ=135°) 
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Figure 16. Growing ratio of visual coverage (n =100, 

φ=135°) 

6 Conclusion 

This study utilized one of the geometric structure, 

Delaunay Triangulation, to deal with the visual 

coverage problem in visual sensor networks. A 

Delaunay Triangulation consists of many featured 

triangles and each triangle comprised by angles and 

edges. This paper utilizes DT triangle angles and edges 

and proposes two approaches (DTTA and DTTE) to 

improve the visual coverage ratio in a VSN field. The 

simulation results of performance evaluation show that 

both of the proposed approaches can significantly 

improve the visual coverage no matter the values of the 

three key parameters (number of visual sensors, AoV 

of sensors, effective visual sensing distance) are 

changed. The approaches can achieve the reduction of 

coverage overlaps occur in initial deployment of visual 

sensors. Moreover, it was found that DTTA performed 

better than DTTE in most of the simulation cases. In 

future works, the DTTA approach could be a reference 

and be utilized in the design of advanced algorithms 

for visual coverage issues in visual sensor networks. 
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