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Abstract

In recent years, analyzing transactional data has become an important data analytic task since it can discover important information in several domains, for recommendation, prediction, and personalization. Nonetheless, transactional data sometimes contains sensitive and confidential information such as personal identifiers, information about sexual orientations, medical diseases, and religious beliefs. Such information can be analyzed using various data mining algorithms, which may cause security threats to individuals. Several algorithms were proposed to hide sensitive information in databases but most of them assume that sensitive information is the same for all users, which is an unrealistic assumption. Hence, this paper presents a \((k, p)\)-anonymity framework to hide personal sensitive information. The developed ANonymity for Transactional database (ANT) algorithm can hide multiple pieces of sensitive information in transactions. Besides, it lets users assign sensitivity values to indicate how sensitive each piece of information is. The designed anonymity algorithm ensures that the percentage of anonymized data does not exceed a predefined maximum sensitivity threshold. Results of several experiments indicate that the proposed algorithm outperforms the state-of-the-art PTA and Gray-TSP algorithms in terms of information loss and runtime.
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1 Introduction

Data mining techniques are often used to uncover hidden relationships between items in transactional data \([1, 8-9, 12-13, 15-16]\). For specific applications such as analyzing medical records, each record may contain sensitive/confidential information, such as personal identifiers, information about sexual orientation, and information about medical diseases. The presence of such information in transactional data can lead to the disclosure of sensitive private information. This may result in serious security threats if the information falls into the wrong hands. Besides, some attackers may infer private and sensitive information from a database if the non-sensitive information in each record is not identical.

Privacy-preserving data mining \([20, 24, 27]\) has thus become a key research area of data analytics, which consists of sanitizing a database to protect private information and ensure security against privacy threats. The \(k\)-anonymity concept \([20]\) has been proposed to ensure that at least \((k-1)\) transactions have the same values for sensitive attributes, so that at least \((k-1)\) transactions are indistinguishable from each other. Nonetheless, even by applying this concept, a disclosure of private information can occur when transactions from the same equivalence class contain similar sensitive information. The concept of \(l\)-diversity \([19]\) was introduced to ensure that the number of transactions in each equivalence class is at least \(l\). Hence, the probability that an attacker infers a user’s sensitive information is less than \(1/l\).

However, \(l\)-diversity does not provide a solution to the attribute disclosure problem of \(k\)-anonymity. For example, when sensitive information of equivalence classes consists of multiple attributes, sensitive information can still be inferred under \(l\)-diversity model. The most existing algorithms treat all the attributes having the same sensitivity for anonymity. However, different users may have different needs in terms of privacy. Each attribute may be treated with varied sensitivity to different users. Thus, the anonymity progress should achieve not only \((k-1)\) transactions become indistinguishable but also the
personalized sensitive information could be successfully hidden under the maximum \((p)\) sensitivity threshold. Motivated by the above problems, this paper introduces a novel \((k, p)\)-anonymity framework and an effective anonymity algorithm called ANonymity for Transactional database (ANT) algorithm for transactional data, which can be used to solve both the problems of \(k\)-anonymity and \(l\)-diversity. In the designed ANT algorithm, users can define varied sensitive degrees of the attributes in transactional database, which is more applicable to real-life situation. Substantial experiments indicate that the better performance of the proposed algorithm can be obtained compared to the state-of-the-art anonymity algorithms in terms of information loss and runtime.

2 Literature Review

The \(k\)-anonymity concept is widely used to protect personal privacy [20] against malicious attacks [22-23] in relational databases. It utilizes quasi-identifier attributes such as birth date and postcode to define a generalized hierarchy in a specific domain and generate equivalence classes. This approach ensures that at least \((k-1)\) records become indistinguishable and that sensitive information is thus hidden. Many techniques such as generalization [28], suppression [17, 25], clustering [3, 21] and perturbation [24] were studied as methods to provide \(k\)-anonymity. Wang et al. [26] proposed a novel utility metric and designed a \(k\)-anonymity framework for graph models. The proposed framework uses a variety of utility metrics to achieve \(k\)-anonymity for a given social network and reduce utility loss. Doka et al. [5] defined the \(k\)-anonymity problem of maximal-utility and generalized it as a network flow problem. An algorithm was then presented to provide privacy protection for syntactic data and fully exploit the potential of heterogeneity.

Most anonymity algorithms are difficult to apply to transactional data since each transactional record sometimes contains unstructured data. Xu et al. [29] proposed the concept of \((h, k, p)\)-coherence for the anonymization of transactional data. The \((h, k, p)\)-coherence algorithm adopts a greedy approach to protect sensitive user information. Hsu et al. [10] proposed a \(k\)-anonymity algorithm for multi-patterns. It uses a combinational approach to protect user data from being re-identified and ensure that each frequent pattern meets the requirement of \(k\)-anonymity. Xue et al. [30] presented a \(k\)-anonymity algorithm that transforms transactional data into a binary format. Ghinita et al. [7] proposed an approach that takes the relevance of customer purchased goods into account to ensure that sensitive items cannot be inferred from non-sensitive information. Lin et al. [14] presented an effective and efficient algorithm to anonymize transactional data.

Nevertheless, using the above algorithms based on the \(k\)-anonymity concept can still result in privacy leaks since users can still be identified. Although \((k-1)\) records (transactions) become indistinguishable in an equivalence class, sensitive information of these users can still be inferred. Machanavajjhala et al. [19] proposed two simple attacks and pointed out that \(k\)-anonymity does not protect against these attacks. Zhou and Pei [31] extended the \(k\)-anonymity and \(l\)-diversity concepts to social network data for protecting against attacks from neighbors. Li et al. [11] then developed a novel \(t\)-closeness privacy protection technique for anonymity. It requires that the distribution of sensitive attributes in any equivalence class is close to that of the distribution of the attribute in the entire dataset. Thus, the distance between any two distributions cannot exceed a given threshold \(t\), and anonymity with respect to the sensitive information is achieved.

3 Preliminaries and Problem Statement

A transactional dataset with \(n\) transactions is denoted as \(D = \{T_1, T_2, \ldots, T_n\}\), where each transaction in \(D\) is denoted as \(T_i\). Items in \(D\) are denoted as \(I = \{I_1, I_2, \ldots, I_l\}\). A transaction \(T_i\) is a collection of a finite number of items from \(I\). A personalized transactional dataset is shown in Table 1 where personalized sensitive information is considered, that is where each item in a transaction has a sensitivity degree indicating how sensitive this item is for the user. For example, a male user may consider that items representing the marriage status are more sensitive (90%) than a female user does (30%). In this example, the maximum sensitivity threshold initially is set to 0.8.

![Table 1](image-url)

In Table 1, each item is denoted by an integer and is associated with a sensitivity degree in the \([0,1]\) interval. An item is considered as a sensitive item that needs to be hidden if its sensitivity is no less than a given maximum sensitivity threshold. The traditional \(l\)-diversity constraint requires to generate valid equivalence classes each containing at least \((l)\) different sensitive items to avoid the disclosure problem. But this constraint may be difficult to satisfy.
in some situations. For example, when sensitive information is very sparse, it is impossible to guarantee that enough pieces of sensitive information can be successfully assigned to each equivalence class. Moreover, it still may lead to the disclosure of sensitive information if a transaction consists of multiple pieces of sensitive information (in that case the content of transactions or the identities of users may still be inferred). To address the above problems, we propose a novel \((k, p)\)-anonymity framework with the ANT algorithm as follows.

**Definition 1 (Equivalence class).** Given a database \(D\), and each transaction consists of several attributes, an equivalence class is the collection of the transactions, and each transaction consists of the same values.

For example, two transactions have the same attributes with the quantities as \((A:1, B:1, C:3)\); they are identical to each other, and \((A:1, B:1, C:3)\) is the equivalence class of those two transactions.

**Definition 2.** A database \(D\) is a \(k\)-anonymity database if any of \((k-1)\) transactions are identical.

For example, if a database is 3-anonymity database, any of \((3-1)\) transactions are identical to each other.

**Definition 3 \((k, p)\)-anonymity.** The \((k, p)\)-anonymity framework requires that at least \((k-1)\) transactions are identical in the anonymized database, and that in each valid equivalence class, sensitivity degree of the attributes should be less than a given maximum sensitivity threshold \(p\).

For example, the maximum sensitivity value \(p\) is set as 0.8, and \(k\) is set as 3. In a 3-anonymity database, at least \((3-1)\) transactions are identical, and the sensitivity of the attributes in the transaction is less than 0.8.

During the anonymity progress, a database must be modified to achieve \((k, p)\)-anonymity. This process may cause information loss (IL). If the IL is low, it indicates that the anonymized database has higher similarity to the original database.

**Definition 4 (Information loss, \(IL\)).** The information loss \((IL)\) is the number of different items between the original dataset \(D\) and the anonymized dataset \(D'\).

**Problem Statement:** The proposed \((k, p)\)-anonymity framework requires to sanitize a database to obtain \((k-1)\) identical (indistinguishable) transactions under a maximum sensitivity threshold \(p\). Besides, \(IL\) should be as small as possible when comparing a sanitized database with its corresponding original database.

### 4.1 Pre-processing Step

To handle the transactional database into the anonymity problem, the database is then first processed, and the attributes are organized under hierarchical attributes, as shown in Table 2. In the running example, each hierarchical attribute is denoted by an upper-case letter, and represents a generalization of one or more items. For example, “milk” and “coffee” are two different products that can be generalized as a hierarchical attribute “drink”. The reason for using hierarchical attributes is that the attackers usually do not have details about the purchased items but are only interested in general attributes.

**Table 2. Hierarchical attributes with their items**

<table>
<thead>
<tr>
<th>Hierarchical attribute</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1, 7, 11</td>
</tr>
<tr>
<td>B</td>
<td>2, 9</td>
</tr>
<tr>
<td>C</td>
<td>3, 6</td>
</tr>
<tr>
<td>D</td>
<td>4, 10</td>
</tr>
<tr>
<td>E</td>
<td>5, 8</td>
</tr>
<tr>
<td>F</td>
<td>12</td>
</tr>
</tbody>
</table>

Notice that the generalized attributes can be defined by users’ preference. Hence, a transactional database can be transformed into a mapped dataset, as shown in Table 3. In that table, only the items having a sensitivity degree no less than the maximum sensitivity threshold (0.8, in this example) will be used by the anonymization process. A mapped database is shown in Table 3.

**Table 3. A mapped dataset under hierarchical attribute**

<table>
<thead>
<tr>
<th>TID</th>
<th>Non-sensitive attributes</th>
<th>Sensitive attribute, item, sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A:1; C:1; D:1; E:1</td>
<td>A:1:0.9</td>
</tr>
<tr>
<td>2</td>
<td>A:1; C:1; D:1; E:1; F:1</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>B:1; C:1; D:1; E:1</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>B:1; D:1; E:1</td>
<td>A:11:0.8; F:12:0.9</td>
</tr>
<tr>
<td>5</td>
<td>A:1; B:1; D:1; E:1</td>
<td>F:12:0.9</td>
</tr>
<tr>
<td>6</td>
<td>A:2; C:1; E:1</td>
<td>A:11:0.8</td>
</tr>
<tr>
<td>7</td>
<td>A:1; B:1; D:1; E:1</td>
<td>A:11:0.8</td>
</tr>
<tr>
<td>8</td>
<td>B:2; D:1; E:1</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>A:1; C:2; D:1; E:1</td>
<td>F:12:0.8</td>
</tr>
<tr>
<td>10</td>
<td>A:1; C:1; E:2</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>C:1; E:1</td>
<td>F:12:0.8</td>
</tr>
<tr>
<td>12</td>
<td>A:1; B:1; E:1</td>
<td>-</td>
</tr>
</tbody>
</table>

In Table 3, each transaction contains non-sensitive hierarchical attributes and sensitive items of the original dataset, in which each non-sensitive hierarchical attribute is associated with an occurrence frequency of the attribute in each transaction, and sensitive information consists of the mapped attributes, original items, and the sensitivity values.

For example of \(T_1\) in Table 1, the attribute \((A)\) is then transformed as the attribute \((A)\) according to the generalized table shown in Table 2. For transaction \(T_1\)
in Table 1, three attributes such as (1), (7) and (11) are
generalized as (A:3) but in T1, the sensitivity of (1) was
defined as (0.9), thus only one attribute (A) is required
to be hidden since the maximum sensitivity threshold
is set as (0.8).

To group transactions with high similarity for the
purpose of anonymization, the mapped table is then
transformed into a matrix representation. For example, Table 3 is transformed into Table 4.

### Table 4. Matrix representation of the mapped database

<table>
<thead>
<tr>
<th>TID</th>
<th>Non-sensitive attribute</th>
<th>Sensitive attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Thus, the transactional database is then transformed
into a relational one, where each attribute is associated
with a value for later similarity calculation. The
clustering step is then performed using this
transformed matrix for anonymization.

### 4.2 Clustering Step

The purpose of the designed framework is to ensure
that transactions become indistinguishable from each
other, thus hiding sensitive information and protecting
user privacy. Reducing information loss (IL) is the
main difficulty for anonymizing a database. Thus, non-
sensitive transactions with high similarity are assigned
to the same cluster, which can be used to reduce the
number of modifications of the original dataset.

In this step, the k-means [18] algorithm is applied to
group highly similar transactions into the same cluster.
For example, we assume that the k is initially set as 2.
We randomly select transactions as the initial cluster
center, for example, T1 and T3 are respectively defined
to be the centers of two clusters. For the transaction T2,
the similarity of T2 is then calculated between T1 and T3.
In this example, T1 is encoded as (201110), T3 is encoded as (011110), and T2 is encoded as (101111).

The distances between T2 to T1 and T3 are respectively calculated as:

2. 0 + 1 + 0 + 0 + 0 + 1 = 2,
3. 0 + 0 + 0 + 0 + 0 + 1 = 1,
4. 0 + 0 + 0 + 0 + 0 + 1 = 1,
5. 0 + 0 + 0 + 0 + 0 + 1 = 1,
6. 0 + 0 + 0 + 0 + 0 + 1 = 1,
7. 0 + 0 + 0 + 0 + 0 + 1 = 1,
8. 0 + 0 + 0 + 0 + 0 + 1 = 1,
9. 0 + 0 + 0 + 0 + 0 + 1 = 1,
10. 0 + 0 + 0 + 0 + 0 + 1 = 1,
11. 0 + 0 + 0 + 0 + 0 + 1 = 1,
12. 0 + 0 + 0 + 0 + 0 + 1 = 1,

The distances between T2 to T1 and T3 are respectively calculated as:

1. 0 + 0 + 0 + 0 + 0 + 1 = 1,
2. 0 + 0 + 0 + 0 + 0 + 1 = 1,
3. 0 + 0 + 0 + 0 + 0 + 1 = 1,
4. 0 + 0 + 0 + 0 + 0 + 1 = 1,
5. 0 + 0 + 0 + 0 + 0 + 1 = 1,
6. 0 + 0 + 0 + 0 + 0 + 1 = 1,
7. 0 + 0 + 0 + 0 + 0 + 1 = 1,
8. 0 + 0 + 0 + 0 + 0 + 1 = 1,
9. 0 + 0 + 0 + 0 + 0 + 1 = 1,
10. 0 + 0 + 0 + 0 + 0 + 1 = 1,
11. 0 + 0 + 0 + 0 + 0 + 1 = 1,
12. 0 + 0 + 0 + 0 + 0 + 1 = 1,

The purpose of the designed framework is to ensure
that transactions become indistinguishable from each
other, thus hiding sensitive information and protecting
user privacy. Reducing information loss (IL) is the
main difficulty for anonymizing a database. Thus, non-
sensitive transactions with high similarity are assigned
to the same cluster, which can be used to reduce the
number of modifications of the original dataset.

In this step, the k-means [18] algorithm is applied to
group highly similar transactions into the same cluster.
For example, we assume that the k is initially set as 2.
We randomly select transactions as the initial cluster
center, for example, T1 and T3 are respectively defined
to be the centers of two clusters. For the transaction T2,
the similarity of T2 is then calculated between T1 and T3.
In this example, T1 is encoded as (201110), T3 is encoded as (011110), and T2 is encoded as (101111).

The distances between T2 to T1 and T3 are respectively calculated as:

1. 0 + 0 + 0 + 0 + 0 + 1 = 1,
2. 0 + 0 + 0 + 0 + 0 + 1 = 1,
3. 0 + 0 + 0 + 0 + 0 + 1 = 1,
4. 0 + 0 + 0 + 0 + 0 + 1 = 1,
5. 0 + 0 + 0 + 0 + 0 + 1 = 1,
6. 0 + 0 + 0 + 0 + 0 + 1 = 1,
7. 0 + 0 + 0 + 0 + 0 + 1 = 1,
8. 0 + 0 + 0 + 0 + 0 + 1 = 1,
9. 0 + 0 + 0 + 0 + 0 + 1 = 1,
10. 0 + 0 + 0 + 0 + 0 + 1 = 1,
11. 0 + 0 + 0 + 0 + 0 + 1 = 1,
12. 0 + 0 + 0 + 0 + 0 + 1 = 1,

In Table 5, six transactions such as T1, T2, T6, T9, T10, and T11 are grouped into the same cluster, and the other
six transactions such as T3, T4, T5, T7, T8, T12 are then put into another cluster. By averaging each transaction
within the same cluster, the cluster centers of two
groups can be also calculated as (1 0 1 1 0) and (1 1 0 1
1 0), respectively.

### 4.3 Anonymization Step

In the clustering step, the dataset is divided into
several clusters such that transactions in a same cluster
are highly similar to each other. To achieve (k, p)-
anonymity and minimize information loss (IL) in a
sanitized database, it is necessary to assign the most
similar transactions to the same group and generate
valid equivalence classes. Transactions in each
equivalence class are then anonymized. To avoid the
security issues of k-anonymity and traditional l-
diversity, it is necessary to consider the distribution of
sensitive items when generating equivalence classes.
The pseudo-code of the proposed ANT is provided in
Algorithm 1.

#### Algorithm 1. Proposed ANT algorithm

**INPUT:** c_k_set, a set of k clusters; L, the anonymity
degree; δ, maximum sensitivity threshold.

**OUTPUT:** EC_set, a set of equivalence class.

1. set q := 1;
2. while |c_k_set| > L do
3.   for each c_i in c_k_set do
4.     tmp.center := argmin\{distance(c_k_set.center, c_i)\};
5.     EC_q := EC_q ∪ tmp.center;
6.     remove tmp.center from c_k_set;
7.     sort c_i ∈ c_k_set; /*distance to
tmp.center*/
8.     Judge (EC_q, c_i, δ);
9.   end for
10. end while
11. Judge (EC_q, c_i, δ) {
12.   tmp_set := EC_q ∪ c_i;
13.   if tmp_set.sensitivity > δ do /*calculate
sensitivity*/
14.     q++;
15.     EC_q := EC_q ∪ c_i;
16. end if
17. }
18. return EC_set; /*the set of EC_q*/

### Table 5. Generated clusters for the running example

<table>
<thead>
<tr>
<th>Cluster ID</th>
<th>TIDs</th>
<th>Cluster center</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td>1, 2, 6, 9, 10, 11</td>
<td>1 0 1 1 0</td>
</tr>
<tr>
<td>C_2</td>
<td>3, 4, 5, 7, 8, 12</td>
<td>1 1 0 1 0</td>
</tr>
</tbody>
</table>

In Table 5, six transactions such as T1, T2, T6, T9, T10,
and T11 are grouped into the same cluster, and the other
six transactions such as T3, T4, T5, T7, T8, T12 are then put into another cluster. By averaging each transaction
within the same cluster, the cluster centers of two
groups can be also calculated as (1 0 1 1 0) and (1 1 0 1
1 0), respectively.
First, the closest transaction to the non-sensitive part of the cluster center is found (Line 4), and it is set as the equivalence class (Line 5). After that, this transaction is removed from the cluster (Line 6). The remaining transactions of the cluster are then sorted by ascending order of distance to the cluster center (Line 7). The closest transaction to the cluster center is then examined to decide whether it can be assigned to the equivalence class (Line 8, Lines 11 to 17). After that, the \((k, p)\)-anonymity requirement is attained. The running example of the designed algorithm is shown in Table 6.

### Table 6. The equivalence classes generated by the anonymity step

<table>
<thead>
<tr>
<th>Equivalence class</th>
<th>TID</th>
<th>Non-sensitive cluster center</th>
</tr>
</thead>
<tbody>
<tr>
<td>(EC_1)</td>
<td>(T_1, T_2, T_6)</td>
<td>1 0 1 1 0 10</td>
</tr>
<tr>
<td>(EC_2)</td>
<td>(T_6, T_{10}, T_{11})</td>
<td>0 1 0 1 10</td>
</tr>
<tr>
<td>(EC_3)</td>
<td>(T_9, T_4, T_3)</td>
<td>0 1 0 1 10</td>
</tr>
<tr>
<td>(EC_4)</td>
<td>(T_9, T_2, T_{12})</td>
<td>1 1 0 1 10</td>
</tr>
</tbody>
</table>

For example, assumes that \((3, 60\%)\)-anonymity is desired. Consider cluster \(C_1\) in Table 5. The distances of \(T_1, T_2, T_6, T_{10},\) and \(T_{11}\) to the cluster center (1 0 1 1 0) are respectively (1 1 2 2 2 2). The transaction \(T_1\) is then set as the cluster center of the equivalence class \(EC_1\), and \(T_1\) is removed from \(C_1\). The distances of the remaining five transactions to \(T_1\) are respectively (2 1 2 3 3). Hence, the transactions in \(C_1\) are sorted as \(T_6, T_2, T_9, T_{10},\) and \(T_{11}\) using the ascending order of distance to \(T_1\). In this example, \(T_6\) and \(T_1\) have the same sensitive hierarchical attribute of (A). If \(T_6\) is added to \(EC_1\), the sensitivity of the sensitive attribute (A) for a 3-diversity equivalence class is calculated as 66%, which exceeds the given maximum sensitivity threshold of 60%. Thus, \(T_6\) is not assigned to \(EC_1\). After that, \(T_2\) and \(T_6\) are grouped in \(EC_1\), and a new cluster center is generated by considering the non-sensitive data by averaging the values of the transactions. The final result is the anonymized dataset shown in Table 7, where each equivalence class satisfies the \((3, 60\%)\)-anonymity condition.

### Table 7. The final anonymized results of the running example

<table>
<thead>
<tr>
<th>TID</th>
<th>Attribute with quantity</th>
<th>Attribute, item, sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(A:1; C:1; D:1; E:1)</td>
<td>(A:1.0.9)</td>
</tr>
<tr>
<td>2</td>
<td>(A:1; C:1; D:1; E:1)</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>(B:1; D:1; E:1)</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>(B:1; D:1; E:1)</td>
<td>(A:1.0.8; F:12.0.9)</td>
</tr>
<tr>
<td>5</td>
<td>(A:1; B:1; D:1; E:1)</td>
<td>(F:12.0.9)</td>
</tr>
<tr>
<td>6</td>
<td>(A:2; C:1; E:1)</td>
<td>(A:11.0.8)</td>
</tr>
<tr>
<td>7</td>
<td>(A:1; B:1; D:1; E:1)</td>
<td>(A:11.0.8)</td>
</tr>
<tr>
<td>8</td>
<td>(B:2; D:1; E:1)</td>
<td>-</td>
</tr>
<tr>
<td>9</td>
<td>(A:1; C:2; D:1; E:1)</td>
<td>(F:12.0.8)</td>
</tr>
<tr>
<td>10</td>
<td>(A:1; C:1; E:2)</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>(A:1; C:1; E:1)</td>
<td>(F:12.0.8)</td>
</tr>
<tr>
<td>12</td>
<td>(A:1; B:1; D:1; E:1)</td>
<td>-</td>
</tr>
</tbody>
</table>

## 5 Experimental Evaluation

In this section, extensive experiments are described to compare the effectiveness and efficiency of the proposed algorithm with the traditional Gray-TSP [30] and PTA [14] algorithms. It is important to notice that no prior work has considered anonymization using personalized sensitivity degree in transactional database. To assess the efficiency of the designed clustering approach, the proposed ANT algorithm without \(k\)-means clustering is called ANT-. Five real-life datasets (chess, mushroom, pumsb, connect and accidents) [6] and a synthetic dataset (T10I4D100K) [2] were used in the experiments to evaluate the performance of the compared algorithms.

### 5.1 Information Loss (IL)

In this section, information loss (IL) is compared for the four algorithms. The IL ratio is used to evaluate item differences between an original dataset and an anonymized dataset. The IL of four algorithms for various \(k\) values and a fixed cluster number are compared in Figure 2. Since the Gray-TSP and the PTA algorithms do not perform clustering, the number of segments used by those two algorithms is considered instead of the cluster number. The number of clusters for the datasets were respectively set to 60, 150, 800, 1250, 6,000, and 1,000 for chess, mushroom, pumsb, connect, accidents, and T10I4D100K, respectively. The maximum sensitivity threshold was set to 75% for all datasets.

It can be observed in Figure 2 that information loss of the four algorithms increases as the \(k\) value is increased for all datasets. The proposed ANT algorithm clearly outperforms the others since it produces less IL. ANT- algorithm provides better results than ANT in some cases such as in Figure 2(a), Figure 2(b), and Figure 2(d). The reason is that the anonymization process may face the problem of generating more “equivalence classes” of the ANT-. As \(k\) values are increased, more equivalence classes are generated. Therefore, it can be found that the IL of ANT decreases but that of ANT- increases as the cluster number is increased for those three datasets. For example, when \(k\) is greater than 20, the proposed ANT algorithm always outperforms ANT-. To summarize, we can see that if the size and cluster number is small, ANT- may outperform ANT.

### 5.2 Runtime

In this section, the runtime of the four algorithms are compared. The runtime of the developed ANT algorithm includes the pre-processing time, clustering time, and anonymization time, while the ANT- includes only the pre-processing and anonymization time. Similarly, the Gray-TSP and the PTA algorithms do not perform clustering. Thus, the number of segment
is used instead of the number of clusters for the designed algorithms. The results for a fixed cluster number are shown in Figure 3.

In Figure 3, it can be seen that the proposed ANT algorithm is always faster than Gray-TSP and ANT-. The runtime difference between the developed ANT algorithm and Gray-TSP is not obvious since those two algorithms utilize a shortest path process and a clustering process for anonymization. On the contrary, the runtime of ANT- obviously decreases as $k$ is increased. This is because the cost of transaction similarity calculations decreases as $k$ is increased. Since the number of segments is fixed, the runtime of PTA is stable, and its runtime increases along with $k$.

Besides, if we only consider the search process of the shortest path and the anonymization process, PTA is only slightly faster than the proposed algorithms in some cases. However, the proposed ANT algorithm
achieves less IL, which is the major criteria to evaluate the effectiveness of the anonymity approach.

6 Conclusion

In this paper, we presented the \((k, p)\)-anonymity framework with the ANonymity for Transactional database (ANT) algorithm to sanitize a database while considering different privacy needs of different users for multiple pieces of sensitive information. The \((k, p)\)-anonymity framework first transforms an original dataset into a matrix representation. Then, the \(k\)-means clustering technique is applied to cluster highly similar data into the same clusters by considering their non-sensitive items. After that, the ANT algorithm is then performed, and the equivalence classes are generated using the transactions that satisfy the \((k, p)\)-anonymity condition. The proposed \((k, p)\)-anonymity framework solves the disclosure problem of the traditional \(k\)-anonymity and \(l\)-diversity requirements.
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