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Abstract 

In recent years, increasing numbers of researchers have 

concentrated on service workflow to support cross-

domain software development. However, the uncertain 

characteristics of the Internet impose high risks on 

service workflow reliability. The risk of failure caused by 

unavailable services may increase costs when using 

service workflow-based applications. Thus, it is 

necessary to consider the non-functional factors, such as 

service cost and reliability. In this paper, we propose a 

cost-driven services composition approach for enterprise 

workflows that employs formal verification to 

recommend appropriate services for abstract workflows. 

The services composition is measured quantitatively to 

ensure that the configuration to service the workflow 

solution has the best performance, high reliability and 

low cost. First, this solution introduces a service search 

approach based on an inverted index, and the service 

recommendation method is based on an improved 

Pearson formula. Next, the solution returns a minimum 

set of candidate services for constructing a workflow 

instance. Second, the service and workflow models are 

defined to formalize the behaviour of service composition; 

this is considered to be a verification model. Third, 

transformation rules are provided to change BPEL4WS 

into a verification model, and PCTL (Probabilistic 

Computation Tree Logic) formulae are used to specify 

the reliability and cost-related properties. The quantitative 

verification method checks each possible plan for service 

composition using probabilistic model checking. Finally, 

the results of a series of experiments show that our 

approach is effective in generating an optimal service 

workflow. 

Keywords: Service workflow, Probabilistic model 

checking, Uncertain environment, Formal 

verifications, Service search and 

recommendation 

1 Introduction 

Service-Oriented Computing (SOC), which has been 

widely adopted in modern industry and academia, 

provides the ability to develop an information system 

quickly using Web services to integrate distributed 

applications [1-2]. However, a single service has 

difficulty in satisfying the complex requirements of 

business logic; multiple services are required instead, 

which calls for service composition. As one of a 

number of possible technologies, service workflows 

provide a flexible way to address this problem. Each 

activity of a business process in an abstract workflow 

can be mapped to a service to provide the value-added 

functions. The diversity and complexity of service 

composition to abstract workflow involves service 

search, service selection, and services verification [3-4].  

However, the open, dynamic and ever-changing 

features of the Internet will inevitably cause workflow 

failures. Traditional workflow approaches are static 

and certain. They will break down because of the risk 

of failure, which can be randomly encountered in this 

uncertain environment [5]. If an enterprise workflow 

has no error-response mechanisms that configure 

workflows dynamically with new services, the service 

workflow will eventually cause serious performance 

issues. 

Workflow’s service selection aims to choose 

services and compose them into a new composite 

service to support abstract business processes. 

However, most existing studies [6-10] do not consider 

risk-aware workflow service composition. Instead, 

these techniques require services composition only to 

be consistent with the functional behaviour claims. In a 

practical execution environment, service failure risks 

include the possibility of service disruptions. Thus, it is 

possible that even a new recommended plan of services 

composition will again encounter failures. The new 

recommended plan has several limitations and may 
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cause inconvenience to users. To this point, service 

workflows implemented by different service 

composition plans pose different risks because their 

component services have different reliabilities. 

Therefore, the performance of a service workflow is 

dependent not only on service function but also 

correlated with service quality. To minimize the risks 

of the new service configuration also failing, we need 

to select the optimal service workflow with the lowest 

cost and the highest reliability. Consequently, the 

balance between cost and reliability should be 

considered, and this consideration may have a 

significant impact on the efficiency of the service 

workflow. 

In this paper, we propose a cost-driven service 

composition approach that consists of two stages: a 

service search stage and a quantitative verification 

stage. The former returns possible plans for service 

composition, while the latter checks each plan to 

evaluate the performance of such a service workflow. 

First, the cost/reliability-oriented selection problem is 

discussed using an example of a device purchase 

auditing workflow. This example primarily 

demonstrates that the risks of service composition 

affect workflows in uncertain environments. Second, 

the traditional service search, which uses functional 

matching, is highly inefficient when the scale of 

services becomes large. Therefore, the inverted index 

search-based service selection and the functional 

consistency-oriented service search method are 

proposed. Considering the search efficiency, the 

improved Pearson formula is used to recommend 

related services. Third, probabilistic model checking is 

employed to verify whether each service configuration 

plan satisfies both the functional requirements and the 

non-functional objectives. Formal models of service 

workflow with cost and reliability specification are 

defined, and transformation rules are proposed to 

transform business processes into a formal model. 

Finally, quantitative verification results are used to 

guarantee that the service workflow is trustworthy. 

As a core issue, we transform the problem of service 

composition into the process of applying a probabilistic 

model check. Each plan is checked quantitatively. 

Through this check, the verification results with cost 

and reliability help us to select better service matches.  

The rest of this paper is organized as follows. 

Section 2 reveals our motivation through a workflow 

scenario. Section 3 shows the candidate service set 

generation process. Section 4 introduces the formal 

models and verification processes for checking service 

processes. Section 5 discusses the experimental 

analysis. Section 6 reviews related work, and Section 7 

presents conclusions and provides future research 

directions. 

2 Motivation Scenario 

Figure 1 describes the business processes involved 

in a device purchase auditing workflow: this workflow 

requires a login, then performs a search activity, an 

accessories activity, a valuableDevice activity, an 

auditing activity, and a print activity. In this abstract 

process, each activity is mapped to a corresponding 

service that implements the required business logic. 

According to combinatorial theory, 2304 (4*4**4*3*3 

*4) possible plans could be derived from Figure 1. 

Thus, the problem of service composition is changed 

into a service selection process that involves selecting 

one suitable solution among the possible service 

configurations. Each service has a different value of 

non-functional features that will impact the service 

workflow performance. Consequently, different 

solutions display different results. For example, 

<Login2, Search3, (Accessories3, valuableDevice3), 

Audit1, Print4> would behave differently from <login3, 

search4, (Accessories1, valuableDevice2), Audit2, 

Print1>. 

 

Figure 1. Example of device purchase auditing 

workflow 

The details of all the available services, including 

cost and reliability, are presented in Table 1, in which 

column R shows the service reliability as a probability, 

and column C shows the cost of service execution. 

Suppose that an employee wants to apply to purchase 

devices via the business process depicted in Figure 1. 

To provide the best service, the workflow should 

provide an optimal performance. Specifically, the 

service workflow selects one service from {Login1, 

Login2, Login3, Login4} to fulfil the Login task, one 

service from {Search1, Search2, Search3, Search4} to 

fulfil the Search task, one service from {Accessories1, 

Accessories2, Accessories3} to fulfil the Accessories 

task, one service from {valuableDevice1, valuable 

Device2, valuableDevice3, valuableDevice4} to fulfil 

the valuableDevice task, one service from {Audit1, 

Audit2, Audit3, Audit4} to fulfil the Audit task, and 

one service from { Print1, Print2, Print3, Print4} to 

fulfil the Print task. 
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Table 1. Information details of all available services 

Service R C Service R C 

Login1 0.91 10 Print4 0.56 9 

Login2 0.9 20 Accessories1 0.99 42 

Login3 0.94 15 Accessories2 0.91 33 

Login4 0.78 14 Accessories3 0.83 35 

Search1 0.93 11 ValuableDevice1 0.56 13 

Search2 0.89 23 ValuableDevice2 0.92 32 

Search3 0.8 30 ValuableDevice3 0.87 45 

Search4 0.91 21 Audit1 0.91 45 

Print1 0.45 30 Audit2 0.93 24 

Print2 0.93 20 Audit3 0.9 33 

Print3 0.42 32 Audit4 0.85 52 

 

Suppose the cost of Login2 is 20, and the cost of 

Search3 is 30. If these tasks are invoked in sequence, 

the total cost will be 50. Further, assume that the 

reliability of Login2 is 0.9, and the reliability of 

Search3 is 0.8; the total reliability is 0.72. However, if 

the reliability of non-functional objectives does not 

satisfy the users’ expectations, the current service plan 

will be unacceptable. Thus, it is reasonable to consider 

both functional behaviours and non-functional features. 

Users may select component services with high 

reliability or low cost, because not all of the services in 

Table 1 have both low cost and high reliability. If only 

the reliability of each feasible solution is considered, 

the service composition result is {Login3, Search1, 

Print2, Accessories1, ValuableDevice2, Audit2}, while 

if only the cost of each feasible solution is considered, 

the service composition result is {Login1, Search1, 

Print4, Accessories2, ValuableDevice1, Audit2}. 

These two cases imply that attending to only one factor 

of non-functional requirements does not provide the 

optimal solution. 

In contrast, when both cost and reliability features 

are considered during service selection, the ultimate 

result will be significantly improved and will bring 

more benefits to service workflow. However, it is not 

easy to solve the problem of cost-driven services 

composition in an uncertain environment.  

The traditional service selection methods focus on 

maximizing one-dimensional benefits. Figure 2 shows 

four possible service composition plans for the 

workflow in Figure 1. However, we cannot judge 

which of those is the best service configuration for the 

current workflow. Based on the cost and reliability 

values of the available services in Table 1, Figure 2(c) 

shows the maximum reliability version in the form of a 

probability, Figure 2(d) shows the maximum cost 

version, and Figure 2(a) and Figure 2(b) show the 

general composition plans. Unfortunately, it is difficult 

to handle two- or more-dimensional evaluations, such 

as considering both cost and reliability. A number of 

alternative solutions used in service workflow may 

provide higher reliability, but cost more money than 

less reliable solutions. For example, although the cost 

of the workflow in Figure 2(d) is greater than that 

shown in Figure 2(c), the reliability of the workflow in 

Figure 2(c) is lower than that shown in Figure 2(d). 

 

Figure 2. Service instances for the workflow in Figure 1 

Thus, if there are service composition plans that 

meet threshold values for both cost and reliability, we 

would consider those to be better plans. However, 

solving this problem requires a method for 

quantitatively verifying a service workflow to consider 

each service composition plan in order to distinguish 

which single solution is best and return one that 

satisfies both the functional and non-functional 

requirements. 

3 Service Selection for Composition 

In this section, formal models are proposed for Web 

service and abstract workflow. The problems involved 

in service search and service recommendation to 

generate a service candidate set are discussed. 

3.1 Formal Models and Problem Definitions 

Definition 1 (Web Service). A Web service is defined 

as a tuple ws::=(id,F,I,O), where 

(1) id is the identifier for each Web service; 

(2) F is the functional description for each Web 

service; 

(3) I={i1,i2,…,in} is a set of inputs received from the 

invoker; 

(4) O={o1,o2,…,om} is a set of outputs returned to 

the invoker.  

A Web service receives the inputs I from an invoker 

and returns the outputs O to the invoker via interface 

operations. In general, the inputs and outputs are basic 

value or object types described in WSDL1 files. The 

functional description F represents the service 

functionality, which can be considered to be the source 

used for function matching. 

                                                           
1 WSDL. http://www.w3.org/TR/wsdl. 
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Definition 2 (Web Service Performance). To formalize 

non-functional behaviour, the cost and reliability of a 

Web service ws are defined as follows.  

(1) The reliability of a Web service ws is denoted as 

R(ws)∈[0,1], which represents the probability of 

reliable execution when a request is sent to invoke the 

service. 

(2) The cost of a Web service ws is denoted as 

C(ws)∈ � , mapped to a real number, which shows 

how much the user should pay when agreeing to use 

service ws. 

In an uncertain environment, a Web service may be 

unavailable, which means that software using it will 

encounter unpredictable risks. Definition 2 indicates 

that each service displays both functional and non-

functional behaviours. During a service invocation, the 

user should be prepared for service failures. Thus, a 

service level agreement (SLA 2 ) is often used to 

predefine different service costs under different 

reliability conditions. 

Definition 3 (Business Workflow Model). A business 

workflow describes business logic in an abstract 

manner, and is defined as the tuple BWM::=(N,C,T,s,e), 

where 

(1) N is a set of logic tasks that can be mapped to 

different services; 

(2) C is a set of control conditions for a workflow, 

e.g., the execution probabilities of branch and loop 

structures; 

(3) T ⊆ C×N ∪ N×N ∪ N×C is a set of transitions, 

which are divided into three types: C×N, N×N, and 

N×C; 

(4) s∈N is the starting node of the logic task, and 

e∈N is the ending node of the logic task. 

The enterprise information integration task involves 

mapping corresponding services to each logic task 

node to transform abstract business logic into an actual 

application. Thus, a workflow is considered to be a 

remarkable and promising solution to agile software 

engineering. However, how to conduct services 

composition based on abstract business processes is a 

key problem, because selecting different component 

services will cause the workflow to display different 

performances. 

Definition 4 (Workflow Requirements). A workflow 

includes two types of requirements. One type is 

functional requirements, which are used to perform 

service matching. The other type is non-functional 

requirements, which are used to evaluate the service 

performance. 

(1) The functional requirement  α(n)=Iw denotes the 

inputs for each logic task n∈N. The functional 

requirement  β(n)=Ow denotes the outputs for each 

logic task n∈N.  

During service comparison, a candidate service 

                                                           
2 SLA.https://en.wikipedia.org/wiki/Service-level_agreement 

should have functions that match the given inputs and 

outputs. If Web service ws satisfies the functional 

requirement of logic node n of a workflow, then it 

should satisfy ws.I⊇α(n) ∧ ws.O⊇β (n). 

(2) The non-functional requirements consist of local 

and global requirements. The local requirement focuses 

on the logic task, where δR(n) and δC(n). The global 

requirement focuses on the workflow, where χR and χC.  

According to non-functional requirements, there are 

two major calculations. (1) For service instance, if 

Web service ws satisfies the non-functional 

requirement of logic node n in the workflow, then it 

should satisfy R(ws)≥δR(n) ∧ C(ws)≤δC(n). (2) For 

workflow instance, to compute the global values in 

order to compare with χR and χC, it should pay 

attention to the flow structure of Definition 3. The 

general Cost/Reliability computing formulae [11-13] 

for service workflow are introduced in Table 2, where 

WS is a set of services that will be mapped to the 

abstract workflow. Note that pws is a specified 

probability for the selected branch ws in choice 

structure. The Cost/Reliability computing formulae 

include Sequential structure, Parallel structure and 

Choice structure. However, when the workflow 

contains loops, the formula above has difficulty in 

handling these conditions. Note that the key issue is to 

compute steady state probability when there has a 

loop-carried branch in service workflow. Therefore, we 

are motivated to compute these values using formal 

method. 

Table 2. Cost/reliability computing for service 

workflow 

 Cost Reliability 

Sequential ( )
ws WS

C ws

∈

∑  ( )
ws WS

R ws

∈

∏  

Parallel ( )
ws WS

C ws

∈

∑  1 (1 ( ))
ws WS

R ws

∈

− −∏  

Choice ( )
ws

ws WS

p C ws
∈

×∑  1 (1 ( ))
ws

ws WS

p R ws
∈

− − ×∏  

3.2 Candidate Service Selection 

Given a set of interface operations with inputs and 

outputs, a service search involves comparing each 

service from a service repository to find matches. The 

complexity of service planning is O(MN) in the worst 

case, where N is the number of logic task nodes of 

workflow, and M is the service number in the service 

repository. Therefore, finding matches becomes a large 

task as the number of workflow nodes and service 

numbers increase. Considering that semantic searching 

may return services with unmatched interface 

operations, the keyword search can be improved by 

using the inverted index method to build a service 

index to enhance the searching efficiency. 

Definition 5 (Service Index). The inverted index for 

service is defined as tuple SI::=(k,S,f), where 
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(1) k is the set of keywords against which inputs and 

outputs of interface operations are compared to identify 

matching services.  

(2) S is a set of services related to the id of the Web 

service. 

(3) f(k)→2S defines that services with same keyword, 

k, can be grouped into a set. 

Because the service index is a one-to-many pattern, 

each index is an identification that will be mapped with 

different services, showing that they can support at 

least one interface. From an organizational perspective, 

the service index includes a set of interfaces grouped 

by inputs or outputs. 

A service search aims to find a set of candidate 

services that match the target interface operations. This 

service index method improves on traditional service 

search methods because it returns target services more 

quickly. For example, there are six indexes {I1, I2, I3, 

O1, O2, O3} in Table 3. A search for services that 

contain Output O2 returns {S1, S2, S3, S5, S7} as 

candidate services without having to compare other 

services.  

Table 3. Example of a Service Index 

k S 

I1 S1 S3 S4 S6  

I2 S3 S4 S7 S10 S11 

I3 S1 S5    

O1 S1 S4 S7 S1  

O2 S1 S2 S3 S5 S7 

O3 S3 S4 S5 S11  

 

Definition 6 (Functional Consistency). Let CS={cs1, 

cs2, …, csn} be a candidate service set, and let csi∈CS 

be mapped to nj∈N. Functional consistency requires 

that 

 ∀n ∈N •(∀ i∈α(n), ∃cs∈CS • ∃i'∈cs.I∧ i=i')  

 ∧(∀o∈β(n),∃cs∈CS•∃o'∈cs.O∧o=o')  (1) 

Note that α(n) and β(n) are functional requirements 

which can be referenced to Definition 4. Functional 

consistency requires that each input or output of the 

task node of workflow be represented by a 

corresponding service in the candidate service set. 

However, there will be numerous candidate services; 

thus, the current set must be refined to return the most 

suitable services. 

Definition 7 (Candidate Service Set Refinement). 

Suppose the target interface set is {op1,op2,…,opn}. 

The candidate service set refinement process is divided 

into two steps. 

(1) The intersection function is used to build an 

initial set. 

 
1

( )
i n

i

i

CS f op
=

=

←∩   (2) 

This function removes redundant services using the 

intersection function. For example, let {I1, I2, O3} be 

target interfaces. From Table 2, there are three sets that 

f(I1)={(I1,S1), (I1,S3), (I1,S4), (I1,S6)}, f(I2)={(I2,S3), 

(I2,S4), (I2,S7), (I2,S10), (I2,S11)}, and f(O3)= 

{(O3,S3), (O3,S4), (O3,S5), (O3,S11)}. We can obtain 

the candidate service set that CS={S3,S4}.  

(2) The multi-objective selection function is used to 

remove candidate services that cannot satisfy the non-

functional requirements. 

\{ | ( ) ( ) ( ) ( )}R C
CS CS ws CS R ws n C ws nδ δ← ∈ < ∨ >  (3) 

With the help of multi-objective selection function, 

the candidate service set can be refined by eliminating 

services that have low reliability or high cost. Thus, it 

can guarantee the high feasibility of services 

composition. 

Another way to improve the search efficiency is 

through service recommendation, which is different 

from general service searching. In certain cases, 

dynamic services composition should be completed in 

seconds. Thus, recommending related services [14-15] 

for a workflow can reduce the service search duration. 

In the following, we will discuss the improved service 

recommendation method based on user usage records 

to select services to support business processes 

represented by abstract workflows. 

Definition 8 (Service Recommendation). Suppose the 

usage frequency of services in a service repository is 

recorded and updated in real time. The service 

recommendation method based on the Pearson formula 

focuses on these usage records and includes the 

following steps. 

(1) The usage frequency of a service is in the form 

of a vector. For user usi, the historical record is rws1,usi, 

rws2,usi, …, rws(n-1),usi, rwsn, usi where rwsj, usi shows the 

usage frequency of service wsi used by user usj. 

(2) After calculating the historical records of all 

users, a two-dimensional matrix of users and services 

is generated as follows:  

 

1,

1

1 1 1 1 1

1

1 2 1

1, 1 2, 1 1 , 1
1

1 , 2 2, 2 , 2 , 22

1 1, 2, , ,

1, 2, ,

.

.

.... . . . . .

n n

n n

m m n m n m

m m n m n m

n n

ws us ws us ws us ws us

ws us ws us ws us ws us

m ws us ws us ws us ws us

m
ws us ws us ws us ws us

ws ws ws ws

r r r r
us

r r r rus

us r r r r

us
r r r r

−

−

− − − − −

−

−

−

⎧ ⎫
⎪ ⎪
⎪ ⎪
⎪ ⎪
⎨ ⎬
⎪ ⎪
⎪ ⎪
⎪ ⎪
⎩ ⎭

.  

(3) The user-service matrix is changed into a 

service-service matrix according to the Pearson 

formula [16-17]: 

 
, ', '

, '
2 2

, ', '

( )( )

( ) ( )

i i

i i

ws us ws ws us ws

i n

ws ws

ws us ws ws us ws

i n i n

r R r R

v

r R r R

∈

∈ ∈

− −

=

− −

∑

∑ ∑
 (4) 

where vws, wsi is a correlation value for services ws and 
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ws’, rws, usi is a count value for service ws used by user 

usi, and 
ws

R  is the average count value of user ws. 

Here, rws’,usi is a count value for the service ws’ used by 

user usi, and 
'ws

R  is the average count value of user ws. 

However, this approach should also consider 

interface operations, since any incompatibility will 

make the service unavailable. Obviously, the 

correlation value vws, ws is not sufficient to determine 

whether two users are similar or not, especially if they 

are incompatible with each other. To this end, the vws, 

ws’ is improved to enhance the accuracy of user 

similarity based on the interface operation, cost, and 

reliability, allowing the Pearson formula to be suitable 

for recommending related services. 

, '

, '

| '. | | '. |
' (

{| ( ) | | ( ) |}

( ') ( ')
)

{ ( )} { ( )}

ws ws

n N

ws wsw w

n N n N

ws I ws O
v

Max n n

C ws R ws
v

Min C n Max R n

λ
α β

φ ϕ

∈

∈ ∈

+
= × +

+

× + × ×

∑ ∑
 (5) 

In Formula (5), we consider the interface similarity 

| '. | | '. |
,

{| ( ) | | ( ) |}
n N

ws I ws O

Max n nα β
∈

+

+∑ ∑
the cost similarity 

( ')
,

{ ( )}w

n N

C ws

Min C n
∈

 and the reliability similarity 
( ')

{ ( )}w

n N

R ws

Max R n
∈

. 

Then, the parameters λ, φ and ϕ are used to control the 

weight values while computing the correlation value 

vws, ws’, where λ+φ +ϕ=1. If cost is most important, then 

φ can be greater than ϕ and λ. If reliability is most 

important, then ϕ can be greater than φ and λ. Finally, 

if interface is most important, then λ can be greater 

than φ and ϕ. 

(4) Finally, the new correlation matrix is generated 

as follows: 

 

1 2 1

1,1 1,2 1, 1 1,1

2,1 2,2 2, 1 2,2

1,1 1,2 1, 1 1,1

,1 ,2 , 1 ,

.

.

. . . . .....

n n

n n

n n

n n n n n nn

n n n n n nn

ws ws ws ws

v v v vws

v v v vws

v v v vws

v v v vws

−

−

−

− − − − −

−

−

⎧ ⎫
⎪ ⎪
⎪ ⎪⎪ ⎪
⎨ ⎬
⎪ ⎪
⎪ ⎪
⎪ ⎪⎩ ⎭

.  

For each service, the correlation value can be ranked 

from low to high for service recommendation. 

However, according to the improved Pearson formula, 

there will still be a huge number of candidate services. 

The following function, IPS(ws), will output the top-k 

related services as the recommendation set RS. 

 1

( ) \ { | ( )

( ) ( ) ( )}

k

R

i

C

RS IPS ws ws CS R ws

n C ws n

δ

δ

=

← ∈ <

∨ >

∪
 (6) 

Thus, Formula (6) is used to eliminate services that 

cannot satisfy the non-functional requirements, 

especially those of reliability and cost. 

3.3 Candidate Service Set Optimization  

Under the worst conditions, candidate services from 

the recommendation service set will lead to the state 

space explosion problem. To obtain the minimal set, 

the purpose of candidate service set optimization is to 

compare each service with a logic node of the 

workflow after applying the improved Pearson formula, 

focusing on the service input and output.  

(1) The input number of candidate services is 

defined as follows: 

 ( ) :: | . | | ( ) |
j

j

rs RS n N

IW RS rs I nα

∈ ∈

= −∑ ∑  (7) 

Then, the input target is changed to compute the 

minimal set RS’: 

 
( ')

' 2 ( ') 0RS

Min IW RS

Subject to RS IW RS∈ ∧ > . 

(8) 

(2) The output number of candidate services is 

defined as follows: 

 ( ) :: | . | | ( ) |
j

j

rs RS n N

OW RS rs O nβ
∈ ∈

= −∑ ∑
. 

(9) 

Then, the output target is changed to compute the 

minimal set RS’: 

 
( ')

' 2 ( ') 0RS

Min OW RS

Subject to RS OW RS∈ ∧ >

 (10) 

Definition 9 (The Minimal Service Set). The 

requirement to find the minimal set is a multi-objective 

optimization process that will return a subset, RSmin, in 

which the minimal set is as small as possible while still 

supporting the logic nodes. This process is defined as 

follows: 

( ') ( ( '), ( '))

. ' 2

Min

RS

Max W RS IW RS OW RS
RS

S T RS

= − −⎧
= ⎨

∈⎩
.(11)

 

Considering the inputs and outputs of the interface 

requirements and RSMin, the particle swarm 

optimization algorithm is employed to find a global 

optimal solution during multiple iterations. Thus, the 

improved particle swarm optimization algorithm 

(PAMS Algorithm) is designed to find an optimal set 

when candidate services haves redundant input and 

output. The algorithm details are as follows 

 

 

Algorithm. PSO-like Algorithm for Minimal Services 

(PAMS) 

Input: Service SR[] and User Request UR[] 

Output: The minimal service set RSmin 
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Function PAMS (RS[], UR[]) 

Inti the total best ( )1 2 1
, , , ,

best M M
G G G G G

−

= …  

Init totalInput=0, totalOutput=0 

For each item in UR 

totalInput +=UR[item].input 

totalOutput +=UR[item].output 

End for 

For Each particle in SR.length 

   Random the Position of particle, such as  

   { }1 2 ( 1) {0,1, , , , , }
i i i i k ik ik

x x x xx x
−

∈= …   

   Random the Victor of particle  

   like { }1 2 ( 1) { 1,1, , , , , }
i i i i k ik ik

v v v vv v
−

∈ −= …  

   Inti the history best ( )
2 1

, , , ,

1 M M
i i i i i
p p p p p

−

= …  

End For 

Init 2( . . )
max
T SR length UR length+=  

While t in 
max
T  

Init flag=0, InputCount=0, OutputCount=0 

   For each particle in SR.length 

       For each item in
i
x  

         If [ ]
i
x item =1 then 

              InputCount +=SR[i].input 

              OutputCount +=SR[i].output 

         End if 

       End for 

   End For 

   If inputCount >=totalInput and  

   OutputCount>=totalOutput then 

      ( )( )
1

( [ ])
R

i i

j

F x t v j
=

=∑  

      If ( )( )i
F x t < ( )

i
p t then 

         ( )
i
p t = ( )( )i

F x t  

     End If 

      If ( )
i
p t <

best
G then 

         Update Gbest that 
best

G  ← ( )
i
p t  

      End If 

   End if 

   ( ) ( )1 1
cos /

init max
c t c t* Tπ= +  

   ( ) ( )22
cos /

init max
c t c t* Tπ= −  

   ( ) ( ) ( )/ 2 cos /
max min max

t t* Tω ω ω π= − +  

   For each particle in SR.length 

      ( 1)

1 2* *( ) *( )k k k k k

i i i i best i
v v c p x c G xω

+

= + − + −  

      ( 1) ( 1)
*0.5

k k k

i i i
x x v

+ +

= +  

    End for 

End While 

RETURN 
best

G  

End Function 

 

The algorithm checks the service set step by step 

according to the particle swarm iteration. The position 

of each particle is defined as xi={xi1, xi2,…,xi(k-1),xik }, 

k∈[1,R], i∈[1,N], where R is the number of particles, 

and xik={0,1} corresponds to user requirement k 

mapped to the ith service. The velocity of each particle 

is defined as vi={vi1, vi2,…,vi(k-1),vik }where vik={-1,1}.  

The initial particle positions and velocities are 

randomly selected form {0,1} before iteration begins. 

The historical optimal value of each particle is pi={pi1, 

pi2,…,pi(M-1),piM}, and the global optimal value is 

Gbest={G1, G2,…,G(M-1),GM}. Then, the updated formula 

for the place of the particle and velocity is  

 ( 1)

1 2* *( ) *( )k k k k k

i i i i best i
v v c p x c G xω

+

= + − + −  (12) 

 ( 1) ( 1)
0.5*

k k k

i i i
x x v

+ +

= + .  (13) 

The ω is called an inertial factor and is a convex and 

concave integrated function:  

 ( ) ( ) ( )/ 2 cos /
max min max

t t* Tω ω ω π= − + , (14) 

where ωmax and ωmin 
represent the maximum and 

minimum values, respectively, t is the number of the 

current iteration, and Tmax is the maximal number of 

iterations. This formula guarantees that the iteration is 

convergent.  

The learning factor c is defined to control the 

cognition degree: 

 
( ) ( )

( ) ( )

1 1

22

cos /

cos /

init max

init max

c t c t* T

c t c t* T

π

π

⎧

−

= +⎪
⎨

=⎪⎩
,  (15) 

where c1init and c2init represent the initial value of 

individual cognition and the initial value of collective 

cognition, respectively. During the particle iteration 

process, the criteria for historical optimal value should 

be satisfy the formulae IW(RS) and OW(RS). Then, the 

fitness function is defined to calculate the minimum 

number of services required to build the service set. 

 ( )( )
1

( [ ])
R

i i

j

F x t v j
=

=∑ .  (16) 

Then, this equation compares pi(t) with the fitness 

function. When F(xi(t))<pi(t), then the historical 

optimal value is updated pi(t)=F(xi(t)). Finally, Gbest 

will return the global optimal value to the user.  

4 Applying Probabilistic Model Checking 

to Service Composition 

The challenge of service composition for abstract 

workflow lies in evaluating the solution. To solve this 

problem, we apply probabilistic model checking to 

service composition to quantitatively verify each plan 

of service configurations.  
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4.1 Verification Process Overview 

According to the service plan, candidate services 

will be mapped to each task to achieve the target 

service workflow. The probabilistic model checking 

employed to verify service workflow includes three 

steps: formal modelling, verification property 

generation, and verification execution. The verification 

result contains not only the satisfiability assertion 

between the model and the property but also 

quantitative information concerning cost and reliability. 

Step 1. The behavioural model is generated in the form 

of a formal model that considers the temporal relations 

of service invocation. 

Step 2. The workflow requirements are transformed 

into a verification property in the form of temporal 

logic formulae. 

Step 3. The model checking tool PRISM3 is used to 

perform automatic verification after the formal model 

and verification property are coded into PRISM input 

language. 

Step 4. The quantitative verification results about 

probability and cost are analysed to confirm the 

optimal plan to services composition. 

4.2 Formal Verification Model  

Definition 10 (Formal Model of Service Composition). 

The verification model is a labelled transition system 

defined as a tuple FWS::=(S, s0, δ, P, C, AP, L), where 

- S is a finite set of states in which each state 

corresponds to a Web service; 

- s0 is an initial state; 

- δ (S) → S is a finite set of edge relations that 

represent the service invocation relations; 

- P(δ)→ [0,1] is a transition probability matrix, where 

∑s’∈SP(s,s’)=1 for all s∈S; 

- C(S) → � is a cost function that shows the service 

cost as a real number; 

- AP is a finite set of atomic propositions; 

- L: S → 2AP is a labelling function that assigns a set 

of atomic propositions to each state s∈S. 

For state s, s’∈S, the transition probability matrix 

gives the probability P(s,s’) of making a transition 

from s to s’ in one discrete step. The service cost is 

specified by the function C(S), which yields the cost of 

each state in S. Each transition is annotated with a 

probability value indicating the likelihood of its 

occurrence during possible service invocations. The 

transition probability matrix denotes the set of all 

probabilistic distributions over the state space. 

4.3 Service Workflow Transformation Rules  

As one of the service workflow implementations, 

BPEL4WS is a way to define an execution process 

based on Web services. In practice, the user would 

                                                           
3 PRISM. http://www.prismmodelchecker. org 

prefer to use BPEL4WS4, rather than the formal model. 

The following XML tags are used to provide the rules 

to transform BPEL4WS into a formal model. 

The activity <invoke> consists of two sequential 

transitions, including the message send activity 

<reply> and receive activity <receive>, which can be 

mapped to input and output actions, respectively. The 

<link> activity is a sequence transition execution. The 

<switch> activity is a multi-way conditional branch. 

The <pick> activity combines a <switch> activity 

applied to various sequences of other activities with a 

condition such as <if> or <while>. Thus, the <pick> 

translating activity can obtain automata branches. The 

<flow> activity encompasses all the transitions, where 

sub-activities are executed concurrently. Extracting the 

<flow> activity returns the parallel composition of Web 

services. The time restriction of <flow> activity can be 

extracted as the guard to transition and invariant 

condition. The <assign> activity can represent an 

update function for a transition [18]. 

Rule 1. Each basic <invoke> activity is mapped to a 

state of the FWS model. Each < link > transition among 

the BPEL4WS activities is mapped to a transition of 

the FWS model. The special activities <reply> and 

<exit> are mapped to a state and a self-transition, 

respectively, and represent terminal states because they 

are the ending condition. 

Rule 2. The <sequence> activity composes sub-

activities into a sequence transition. For example, 

Figure 3 shows are three activities in a sequence 

structure. According to the sequence transition rule, it 

returns S={A, B, C} and δ={(A,B), (B,C)}. 

<sequence name="S">

       <activity A>

       <activity B>

       <activity C>

</sequence>

A

B

C

 

Figure 3. Activity rxample of <sequence>  

Rule 3. The activities <if> and <switch> are mapped to 

conditional branches. For example, in Figure 4, 

conditions C1 and C2 are extracted as atomic 

propositions to states A and B, respectively. 

Condition !C1 is extracted as an atomic proposition to 

state N. In Figure 3(a), S={P, A, N}, AP={C1, !C1}, 

L(A)={C1}, L(N)={!C1} and δ={(P,A), (A,P), (P,N)}. 

In Figure 3(b), S={P, A, B, N}, AP={C1, C2}, 

L(A)={C1}, L(B)={C2} and δ={(P,A), (P,B), (A,N), 

(B,N)}. 

                                                           
4 BPEL4WS. http://ode.apache.org/ws-bpel-20.html 
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 <activity P>

<if name="F">

       <condition C1>

             <activity A>       

       </condition> 

</if>

 <activity N>

A

C1

P

N

!C1
 

(a)  

 <activity P>

<if name="F">

       <condition C1>

             <activity A>       

       </condition>

       <elseif>

             <condition C2>

                  <activity B>

             </condition>

       </elseif>       

</if>

 <activity N>

A

C1

B

C2

P

N

 

(b) 

Figure 4. Activity rxample of <if> and <switch>  

Rule 4. The <while> activity represents a loop 

structure. The condition is mapped to atomic 

propositions of the first state in the loop structure. The 

opposite condition is mapped to atomic propositions of 

the break state at the loop exit. For example, in Figure 

5, the conditions C and !C are changed into an atomic 

proposition. C is used to continue the loop, and !C is 

used to exit the loop. Thus, S={P, A, B, N},δ={(P,A), 

(A,B), (B,A), (B,N), (P,N)}, AP={C, !C}, and 

L(A)={C}, L(N)={!C}. 

 <activity P>

<while name="W">

       <condition>

             C       

       </condition> 

       <activity A>

       <activity B>

</while>

<activity N>

P

A

C

N

!C
B

 

Figure 5. Activity rxample of <while>  

Rule 5. The activities <flow> and <pick> are used for 

concurrent processing and changed into branches 

according to different labels. For example, in Figure 

6(a), the <flow> activity shows two transitions from 

state P to states A and B in which S={P,A,B,N} and 

δ={(P,A), (P,B), (A,N), (B,N)}. However, Figure 6(b) 

is more complex; the activity <pick> carries messages 

that select its successor activities. Thus, the activity 

<pick> considers a message as an atomic proposition 

to each state, where S={P,A,B,N}, AP={m1,m2}, 

L(A)={m1},L(B)={m2} and δ={(P,A), (P,B), (A,N), 

(B,N)}. 

 <activity P>

<flow name="F">

       <activity A>

       <activity B>

</flow>

 <activity N>

A B

P

N

 

(a) Activity rxample of <flow> 

 <activity P>

<pick name="PK">

       <onMessage m1>

             <activity A>       

       </onMessage>

       <onMessage m2>

             <activity B>       

       </onMessage>

</pick>

 <activity N>

A

m1

B

m2

P

N

 

(b) Activity rxample of <pick>  

Figure 6.  

4.4 Verification Property Generation 

Definition 11 (Workflow Verification Property). The 

verification property is notated as Probabilistic 

Computation Tree Logic (PCTL) [19], whose syntax is 

defined as follows: 

ϕ::=true| false | a | ϕ∧ϕ| ϕ ϕ | ϕ→ϕ | ¬ϕ | 

P∼p[Xϕ] | P∼p[ϕUϕ] | P∼p[ϕ U
≤kϕ] | P∼p[Fϕ] | P∼p[Gϕ] 

where ∼∈{<,≤,>,≥}, 0<p<1 is a probability bound or 

threshold, a is an atomic proposition, ϕ and ϕ are 

formulae, and k∈� is denoted as time steps.  

The symbol P is the probability operator, and the 

symbols X, F, G and U are temporal operators, 

meaning “neXt state”, “Future state”, “Global state” 

and “Until”, respectively. We also use P∼p(φ) and 

P=?(φ). The operator P∼p(φ) yields a true value when the 

probability of a path formula φ being true in state 

satisfies the bound ∼p; otherwise, it outputs false. The 

operator P=?(φ) returns a probability value for the given 

path formula. For example, 

‧ P<0.15(F state=hunger): with a probability of 0.15 or 

less, the hunger state will be visited eventually. 

‧ P≥0.9 (X selection): user selection will operate at a 

probability of 0.9 or higher. 

‧ P=?(F state=bad): represents the probability of 

encountering a bad state. 

The verification property also provides a reward 

command to denote cost computing, that syntax is 

defined as follows: 

ϕ::=true| false | a | ϕ∧ϕ| ϕ ϕ | ϕ→ϕ | ¬ϕ | 

 R∼p[Xϕ] | R∼p[ϕUϕ] | R∼p[ϕ U
≤kϕ] | R∼p[Fϕ] | R∼p[Gϕ] 

where the reward operator R includes bound 
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computing and query computing. For example, 

‧ R≤5 (true U≤3
 login): the reward of a successful login 

in 3 or fewer tries is less than or equal to 5. 

‧ R=? (true U fail): represents the reward for reaching a 

failed state. 

Thus, using the probability operator P and the 

reward operator R, it is possible to specify cost and 

probability-related properties for verification 

requirements. In our study, coverage criteria such as 

node coverage and transition coverage are employed to 

generate these properties from an abstract workflow 

based on the workflow requirements in Definition 4. 

For instance, global requirements about χR and χC can 

be used, which are generated as reachability properties. 

4.5 Model Checker PRISM and Its Language 

PRISM is a probabilistic model checker that 

supports various model types, including Discrete Time 

Markov Chain (DTMC), Markov Decision Process 

(MDP), Continuous Time Markov Chain (CTMC) and 

Probabilistic Timed Automat (PTA). In this paper, we 

mainly use DTMC to code the services composition 

model. PRISM's DTMC syntax is in the form of 

action-guard commands that force two or more 

modules to make transitions simultaneously with 

different probabilities.  

 []<location>→<prob>:<location’>+ 

 …+<prob>:<location’> 

where location is a label corresponding to a state of the 

FWS model, and prob∈[0,1] is the probability function 

after changing the current location to a new location’. 

To extend the probability for each transition, the 

reliability of the mapped service is used to generate the 

transition probability. The transition probability is 

calculated as follows. 

 
( ')

( , ')
|{( , '') | ( , '') }|

r s
p s s

s s s s δ
=

∃ ∈
.  (17) 

For example, in Figure 7(a), suppose state s0 has 

two ongoing transitions (s0, s1) and (s0, s2). According 

to formula (17), the new transition probability for (s0, 

s1) is 0.91/2=0.405, and (s0, s2) is 0.95/2=0.425. In 

Figure 7(b), the special state fail denotes the failure 

probability when states s1 and s2 are unavailable. 

 

(a)                                                   (b) 

Figure 7. Transition probability example 

PRISM supports the reward (or, equivalently, cost) 

structure that assigns real values to states. The reward 

expression is as follows. 

rewards “name” 

exp_1 

…. 

exp_n 

endrewards 

where each exp_i item describes an expression in the 

form of <guard>:<reward>, where guard is a condition 

and reward is a value for cost. 

For example, in Figure 8, states s=0, s=1, and s=2 

have been denoted with costs. However, they belong to 

a different cost definition. Thus, we define two reward 

expressions, that is, cost r1 and cost r2. Under cost r1, 

if state s=0 is visited, then the cost r1 is incremented by 

1.2. If state s=1 is visited, then cost r1 is incremented 

by 2.8. Under cost r2, if state s=2 is visited, then cost 

r2 is incremented by 0.8. 

 

Figure 8. Reward example of service cost 

5 Experiments 

In this section, we focus on the efficiency and 

effectiveness of our method. We have implemented the 

proposed algorithms and transformation rules 

described previously in Java to select workflow 

services, and integrated PRISM to verify the service 

workflow quantitatively. All the experiments were 

conducted on a x230i ThinkPad PC with a 2.50 GHz 

Intel Core i3-3120 CPU and 3.23 GB of main memory 

running Windows 7. 

5.1 Data Preparation 

Because no standard experimental platform and test 

dataset exists, we designed workflows for device 

management derived from a real system in the 

Equipment Office of Shanghai University. The 

procedural steps to prepare the test data and the test 

scenario include the following: 

(1) WSDL4J is used to generate 200 Web services; 

it can automatically code the WSDL for services after 

the input and output parameters have been configured. 

Each service has, at most, two inputs and two outputs. 

(2) To increase the number of services, the names of 

services generated in Step 1 were randomly changed. 

The total number of Web services was close to 500.  
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(3) Each service is assigned cost and reliability 

values, where cost ranges from 1 to 100, and reliability 

(as a probability) ranges from 0 to 1. 

(4) The workflow language BPEL4WS is extended 

with cost and reliability descriptions to express user 

requirements. 

Service composition starts with the BPEL4WS 

created in step 4), and aims to map each logic task to 

suitable services. Then, service selection is performed 

to search for matching services in the test dataset 

created in Step 1. For example, Figure 1 shows a 

BPEL4WS description and Table 1 shows a service 

repository. As shown in Figure 2, service composition 

will return different types of composition plans. 

We focus on node number, which is the number of 

nodes in a service workflow, and on candidate service 

number, which is the number of candidate services for 

each node in a workflow. To examine the impact of 

these two parameters on the cost and reliability 

performance of the generated service workflow, we list 

four sets of parameters in Table 4. During the 

experiments, one of these two parameters is varied 

while the other parameter is fixed. 

Table 4. Experiments setting 

ID Node Number Candidate Service Number

1 5 7 

2 10 30 

3 15 50 

4 20 100 

 

A series of experiments was conducted to evaluate 

the performance among different methods. The first 

contrast experiment compared our service selection 

method with the traditional keyword matching method. 

The second experiment involved using PRISM to 

check the service workflow to reveal the error 

discovery rate. 

5.2 Performance Analysis 

In the first set of experiments, we implemented the 

service index method and compared it with the 

traditional keyword matching method. We recorded 

response times and memory consumption.  

Figure 9 shows the time consumption when varying 

the number of nodes from N=5 to 20 to test the 

response time. The unit of measurement is ms. The 

service index method (SIM) has a faster response time 

than the traditional keyword matching (TKM) method. 

As the number of nodes increases, the TKM response 

time increases. However, SIM response time is almost 

a straight line, and requires less service search time 

because the service index bounds the search to a more 

accurate scope. In contrast, TKM must search the full 

service name space, causing increased computational 

time. 

 

Figure 9. Response time of service selection  

Figure 10 shows the memory consumption when 

varying the number of candidate services from N=7 to 

100. The unit of measurement is bytes. As the number 

of candidate services increases, the memory 

consumption of TKM increases sharply. The service 

index method (SIM) maintains a lower memory 

consumption than does the traditional keyword 

matching (TKM) method because TKM spends more 

time searching for possible services among all the 

services in the repository. Thus, we can conclude that 

TKM requires more memory to complete the search 

tasks. 

 

Figure 10. Memory consumption of service selection 

In the second set of experiments, we used PRISM to 

check the service workflows. PRISM checks each 

service workflow plan to find bugs. 

Table 5. Capacity of “Bad” service discovery 

 #7 #30 #50 #100 

PMC 5 12 34 73 

MC 3 5 13 27 

WT 1 1 3 3 

 

Before starting these experiments, a number of ‘bad’ 

services with lower cost and reliability were 
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purposefully inserted as traps. The header row of Table 

5 indicates the different workflow paths, #7, #30, #50 

and #100. The probabilistic model-checking method 

(PMC) is compared with the model-checking (MC) 

method and workflow test (WT). The model check is 

performed using NuSMV. The workflow test is 

conducted manually. Table 5 shows the ability to 

discover ‘bad’ services under different mode sizes. 

Figure 11 shows the comparison of ‘bad’ service 

discovery. Obviously, the WT has difficulty finding 

any ‘bad’ services because it uses function-oriented 

testing, which focuses only on input and output tests 

without considering temporal logic behaviours. Under 

the same mode size, MC is weaker than PMC for 

discovering ‘bad’ plans. Although model checking can 

check temporal logic behaviours, it lacks quality 

computing. The probabilistic model checking evaluates 

the business process in a quantitative way to find ‘bad’ 

services that have low performance. Thus, our method 

can efficiently scale up to large-scale datasets from 

both theoretical and practical perspectives.  

 

Figure 11. Comparison of “Bad” service discovery 

6 Related Works 

Web services are changing traditional business 

models because they help modern enterprises to seize 

business opportunities and accelerate inter-enterprise 

collaborations. Much of the research on service 

composition has been published from different 

perspectives. We present a review of the major 

techniques and methods most closely related to our 

work. 

Considerable research has focused on service 

selection. Wang et al. [20] proposed algorithms for 

QoS-aware service selection based on the artificial bee 

colony (ABC) algorithm. Yue et al. [21] proposed a 

skyline-based Web service selection method to address 

the efficiency problem as well as to solve the frequent 

requests problem. To improve service selection 

efficiency, the KD-tree-based search algorithm was 

designed to determine the skyline and later reduce the 

search space. Wang et al. [22] proposed a type of 

incentive contract that motivated the service providers 

to offer higher QoS at lower prices. An incentive 

mechanism for effective service selection was 

proposed to fulfil global QoS requirements. Dionisis et 

al. [23] considered a number of service selection issues 

related to the WS-BPEL scenario adaptation, aiming to 

enhance the adaptation quality and improve the QoS 

offered to end users. However, none of the existing 

methods considered service search in conjunction with 

service recommendation to improve service selection 

efficiency. 

Considerable research has also focused on service 

cost. Yu et al. [24] proposed a backwards composition 

context-based service selection approach for service 

composition. These researchers considered several 

contextual factors, including cost policy and 

composition time, during service selection. Marco et al. 

[25] focused on the definition of cloud service 

compositions driven by certified non-functional 

properties. They defined a cost evaluation 

methodology to provide a composition that minimized 

the total costs of a cloud provider. Xiao et al. [26] 

proposed a novel process algebra called PTPA that 

incorporated both price and cost. They presented the 

syntax and semantics of PTPA and proposed an 

algorithm to construct a cost state space to select 

services composition with optimal cost. Robson et al. 

[27] proposed a solution to analyse the costs of service 

compositions by considering service reliability and all 

classes of cost behaviours. David et al. [28] presented 

an approach for integrating user preferences 

concerning completion time and workflow accuracy in 

a workflow composition system. Philipp et al. [29] 

formalized the problem of searching the optimal set. 

These researchers presented algorithms to solve the 

complex optimization problem. These methods are 

useful for including cheaper services during service 

composition. However, service workflow performance 

involves non-functional requirements and should also 

consider QoS features.  

Another large portion of the research has focused on 

service QoS. Ding et al. [30] addressed the issues of 

selecting and composing services using the genetic 

algorithm and proposed a transaction and QoS-aware 

selection approach. Guidara et al. [31] presented a 

heuristic-based time-aware service selection approach 

to efficiently select a close-to-optimal combination of 

services. Yin et al. [32] proposed a data filtering-

extended SlopeOne model (filtering-based CF), which 

is based on the characteristics of a mobile service and 

considers location when predicting QoS values. Zeng 

et al. [33] presented a middleware platform that, in a 

way. addressed the service selection for the purpose of 

composition. It aimed to maximize user satisfaction 

expressed as utility functions over QoS attributes. 

Deng et al. [34] proposed a novel method of service 

selection called the correlation-aware service pruning 
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(CASP) method. It managed QoS correlations by 

accounting for all services that could be integrated into 

optimal composite services and pruned suboptimal 

candidate services. Tao et al. [35] designed a broker-

based architecture to facilitate the selection of QoS-

based services. The objective of service selection was 

to maximize an application-specific utility function 

under end-to-end QoS constraints. However, these 

methods are difficult to use for dynamic service 

composition because their service selections require 

human intervention to make decisions during QoS 

computing. Moreover, QoS is a collection of 

multidimensional indexes that show how to evaluate 

service composition, while QoS values should be 

translated into a unified evaluation index. 

In contrast to the existing research described above, 

we propose a two-phase services composition approach 

for abstract workflows. In the first phase, service 

selection is performed through service search and 

service recommendation. In the second phase, 

probabilistic model checking is employed to determine 

which plan of service configurations for workflow is 

most optimal by considering low cost and high 

reliability. 

7 Conclusions 

Service workflow, as one method for integrating 

enterprise information, has been widely used in e-

commerce and scientific computing. However, because 

of the uncertain Web service environment, workflows 

have failure risks that cause component services to be 

unavailable. To guarantee that a service workflow 

satisfies both functional and non-functional 

requirements, it is necessary to study cost-driven 

services composition. The goal of this paper is to select 

services that meet the demands of abstract workflows 

by using probabilistic model checking to quantitatively 

verify the service plan. 

First, the inverted index method is used to generate a 

service index to improve service search efficiency. 

Next, the service search selects services based on the 

interface operations of a user’s functional requirements. 

Furthermore, candidate service sets matching the 

abstract workflow will be returned for service 

configuration. Third, usage frequency is used to 

generate a service-service correlation matrix by 

applying an improved Pearson formula that considers 

interface, cost, and reliability factors to recommend 

correlated services. Fourth, transformation rules for 

changing BPEL4WS into a formal model are discussed, 

and the PCTL formula is introduced to specify 

quantitative properties. Finally, the PRISM model 

checker is employed to perform a formal verification 

whose result helps to identify the plan of service 

configuration most suitable for the current workflow. 

This paper discusses only cost-driven services 

composition in an uncertain environment. However, in 

practice, service invocations have time limitations [36]. 

Thus, in future work, we plan to extend the services 

composition verification to consider time constraints. 
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