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Abstract

The problem of significant energy consumption by the built-in Wi-Fi interface of mobile devices has been discussed for many years. We propose a cross-layer energy-saving scheme to maximize the sleep time and minimize the number of state transitions in the Wi-Fi interface of a mobile device. To achieve energy savings, we defer and join packet transmissions of mobile apps. However, some mobile apps may have delay constraint requirements for their packet transmissions. To avoid violating the delay constraint of an app, we also determine the final transmission interval of each delay-constrained packet. After joining the transmissions of some packets, the Wi-Fi interface can have a longer sleep duration to reduce energy consumption. To fully utilize the Wi-Fi bandwidth of the mobile device and satisfy the transmission requirements of different delay-constrained apps, the problem of selecting packets to join their transmissions is mapped to the well-known knapsack problem. We develop a greedy algorithm to efficiently solve the above mapping problem. Finally, simulation experiments are performed to demonstrate the effectiveness of the proposed scheme in energy savings and transmission delay.
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1 Introduction

In the past decade, there has been rapid growth in the use of mobile devices in Wi-Fi networks. Based on [1], more than 2 billion mobile devices (smartphones and tablets) are shipped worldwide. Mobile devices are powered by batteries to support portability. However, batteries can only store a finite amount of electrical energy. Consequently, mobile devices have a limited energy budget [2]. Additionally, the research results of [3] also showed that the Wi-Fi interface drains up to 50% of the total energy spent by a mobile device. Thus, reducing the energy consumption of Wi-Fi communication is an important research issue for the usage of mobile device [4-8].

The IEEE 802.11 standard [9] has provided a power-saving mode (PSM) to save energy consumption in Wi-Fi communications. The 802.11 PSM belongs to a static power-saving scheme, which does not adapt the sleep and wake durations according to the degree of network activity. In addition, it does not provide the delay guarantee for applications running in a mobile device. Moreover, the previous works [10-17] do not consider the following problems.

- A mobile device may concurrently execute several apps. Some apps are with video streaming and VoIP packet transmissions, which have the delay constraint requirements in their packet transmissions. Our energy-saving scheme especially considers the heterogeneous traffic (different packet types, packet arrival rates, and delay constraint requirements) in running apps. The previous schemes are usually from a single app’s perspective to consider both the delay constraint and energy savings.
- Each mobile app has upstream and downstream packet transmissions. Most of the previous energy-saving schemes only focused on reducing the energy consumption of downstream packet transmissions from the access point (AP) to the mobile device.
- Within the coverage of an AP, there are usually multiple mobile devices. Each mobile device needs to share the Wi-Fi bandwidth with others. For a mobile device, if the obtained Wi-Fi bandwidth is insufficient to satisfy the transmission performance requirements of its running apps, the delay constraints of some apps will be violated. This problem is not discussed in the previous energy-saving schemes.

To consider the above energy-saving problems for mobile devices, we take the cross-layer utilization to bring the app information into the medium access control (MAC) layer for energy savings. The proposed new Wi-Fi energy saving scheme is called as CLUES. We have studied the similar problem in our previous work [18]. However, the work does not elaborate the key techniques used for energy savings. In addition, it
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does not consider heterogenous traffic from different apps, and not minimize the transmission violation effect. In CLUES, we exploit two techniques: deferring transmission and joint transmission. By deferring the transmission of a packet, it is possible to find more packets in the queue of the mobile device. The joint transmission can concatenate multiple packet transmissions together. In addition, some mobile apps (e.g. video streaming, VoIP, etc.) have the delay-constrained property in their packet transmissions. To avoid violating the delay constraint of an app, we add the setting of the final transmission interval while deferring packet transmissions. As mentioned above, the Wi-Fi interface of a mobile device may not have an enough bandwidth to support all the running delay-constrained apps. In such a case, a joint-selection problem is introduced in the joint transmission. The problem is how to select appropriate upstream and downstream packets to join their transmissions together without exceeding the bandwidth of the Wi-Fi interface, which can be mapped into the well-known knapsack problem. However, the knapsack problem is known to be NP-hard [19]. In the CLUES scheme, we also propose a greedy algorithm to efficiently solve the joint-selection problem in polynomial time.

Overall, this paper makes the following contributions:

- We propose a cross-layer energy-saving scheme which uses the deferring transmission and joint transmission to achieve long sleep durations and reduce the number of state transitions in the Wi-Fi interface of a mobile device. Mobile devices can work in an energy-efficient manner.
- We consider multiple running apps in a mobile device with different traffic types. Some apps have delay constraint requirements for their packet transmissions. We present the final transmission setting to satisfy the transmission performance requirements of delay-constrained apps.
- We perform energy savings in both upstream and downstream packet transmissions.
- We also minimize the transmission violation effect if the mobile device does not have a sufficient Wi-Fi bandwidth for its running delay-constrained apps.

The rest of the paper is organized as follows. The related work is given in Section 2. Section 3 presents our CLUES scheme. Section 4 evaluates the performance of the proposed scheme. Finally, Section 5 concludes the paper.

2 Related Works

A comprehensive review of energy savings for mobile devices has been presented in [20]. There have been a number of energy-saving methodologies and techniques, which include smart batteries, energy-saving graphical user interface (GUI) design, sleep to save energy, power efficient communication, etc.

Based on [20], our proposed energy-saving scheme belongs to the power efficient communication. In this section, we focus on surveying the existing schemes for discussing energy savings in Wi-Fi communication.

The 802.11 standard has defined the PSM [9] for the Wi-Fi interface of a mobile device. In the PSM of 802.11, a traffic indication map (TIM) information is attached to the beacon message. The beacon message is a control message, which is periodically transmitted between an AP and a mobile device. Upon receiving the beacon message, if the TIM indicates that there are buffered packets in the AP for the mobile device, the wireless network interface card (WNIC) of the mobile device will continue to set in the active mode to receive the buffered packets. Otherwise, the WNIC goes into the sleep mode. The simulation results of [10] show that the PSM can significantly reduce the amount of energy consumption spent by the WNIC. However, the PSM correspondingly increases the packet transmission delay from the AP to the mobile device. In [13], it showed that PSM causes a degree of slowdown in packet transmission delay.

There is a tradeoff between the energy savings and packet transmission delay. To balance the two conflicting factors, a bounded slowdown (BSD) protocol was proposed in [10]. It can guarantee that the round-trip time (RTT) of a Web access application does not increase by more than a given factor \( p \). To accomplish this, the mobile device still stays awake for a short period of time after sending a data request. However, if the delay tolerant of the packet transmission is very low, the energy consumption of the BSD will be larger than PSM. To improve the BSD, the authors of [11] proposed a new energy-saving scheme called smart power saving mode (SPSM). SPSM dynamically estimates the time instants when the mobile device wakes up to listen for beacons. The researchers of [12] used a bandwidth throttling technique to enhance the PSM. Due to bandwidth throttling at the server side, the effective data transmission rate is often much lower than the available bandwidth. The unused network bandwidth can be used to reshape the traffic into periodic bursts with an average throughput. With such periodic burst transmission patterns, idle and busy phases on the network transmissions can be distinguished. As a result, the WNIC can be turned on and off at the right time in order to minimize energy consumption without degrading the user-perceived performance.

In addition, there are following PSM-improved schemes which utilize the app traffic information. The authors of [13] assumed that the app traffic behavior can be described by an alternating sequence of network activity bursts and user think times. They proposed a Cross-Layer Energy Manager (XEM) that exploits information scattered across layers to detect the beginning of network activity bursts and user think times. During a network activity burst, the XEM...
activates PSM. If a user think interval is detected due to no network activity, the XEM switches the WINC to the off mode to save energy. Similarly, the authors of [14] also presented a cross-layer and energy-efficient scheme, which consists of two modules deployed at the application and MAC layers, respectively. Due to assuming the bursty natural and predictable properties in data traffic, the scheme of [14] can shape the data traffic into bursts. Next, the scheme performs the adaptive sleep/wakeup scheduler to reduce unnecessary state switching in order to achieve energy savings. Palit et al. [15] studied the traffic patterns of smartphones. They observed that a good portion of packets are small in size and the generated traffic is bursty in nature. Based on the observations, the authors of [15] proposed a low energy data-packet aggregation scheme (LEADS) to aggregate a number of network-layer packets into a burst MAC-layer frame. With this scheme, a longer inactivity period can be obtained to conserve energy.

Unlike the above studies, [16] improved the PSM in the buffer management. It is known that the energy conservation of PSM is achieved by the AP buffering packets destined for mobile devices. If the AP is short of memory, some pending packets will be dropped, which produces lots of retransmissions. In [17], the authors investigated the Wi-Fi energy optimization in the multiple AP environment. The previous PSM-like schemes only considered a single AP. In the multiple AP environment, the network contention among different APs will dramatically increase the energy consumption of a mobile device. To mitigate the network contention in the energy perspective, the main idea of [17] is to make that different APs are active/inactive during non-overlapping time windows.

3 Proposed Energy Saving Scheme

In this section, we will present a new energy-saving transmission scheme, called the CLUES. Compared to the previous approaches, the CLUES scheme especially considers the following two points:

- In a mobile device, the running apps have various traffic types. Some apps have the delay constraint requirements in their packet transmissions.
- In addition to the downstream packet transmissions, each app has the upstream packet transmissions. It is also required to perform energy savings in the upstream packet transmissions.

The basic idea of the CLUES scheme is illustrated in Figure 1. With multiple apps in a mobile device, the CLUES scheme first performs the virtual queue division. The queues in the mobile device and AP are virtually divided into multiple sub-queues. The virtual queue division will be given in subsection 3.2. Each app has a corresponding sub-queue in the mobile device and AP for its upstream and downstream packet transmissions. Based on the sub-queue, we estimate the final transmission interval of each upstream (downstream) packet of an app. The estimation of the final transmission interval is for considering the delay constraint and packet lossless, which will be elaborated in subsection 3.3. In Figure 1, app_2 has the larger delay constrain for its packet transmissions than app_1. Therefore, packets p_{21} and p_{22} are set with larger final transmission intervals than packets p_{11} and p_{12}. When it is up the final transmission interval of an upstream (downstream) packet p, the WINC is activated to transmit the packet p. Here, we apply the lazy transmission concept. The WINC is not activated until the performance requirements (e.g., delay constraint, packet lossless, etc.) of a packet will be violated. When transmitting packet p, the WINC can simultaneously transmit other upstream and downstream packets since it owns a certain amount of bandwidth. Even if the final transmission intervals of these other packets are not due, they are transmitted together with packet p. In Figure 1, packets p_{11}, p_{12}, p_{22}, p_{13}, p_{23} are transmitted together with packet p_{21}. The details will be described in subsection 3.4. After joining multiple packet transmissions together, the WINC can go into the sleep state for a long period since all ongoing packets have been transmitted.

![Figure 1](image)

**Figure 1.** The basic idea of the CLUES scheme

3.1 Definitions

Before elaborating the CLUES scheme, we first make the following assumptions and definitions:
The execution time of an app can be partitioned into a number of fixed intervals. Here, an execution interval is called a time slot. For each app, it starts at the beginning of a time slot. For example, in Android [21], the time slot is called a scheduling period which is fixed as 20msecs. Within a time slot, there may have several running apps. These apps have different traffic types.

If an app is with the delay-constrained property (e.g. multimedia app), it requires the transmission time of a packet no greater than a specified value $\Delta$. The transmission time consists of two parts. One is the waiting time of a packet in the queue. The other is the communication time for sending the packet from the mobile device (AP) to the AP (mobile device). The sum of the waiting time and communication time cannot exceed $\Delta$.

If multiple mobile devices co-exist in a network, the contention among them (packet collision) will increase the packet transmission time of a mobile device. In WLAN, the issue of collision-free packet transmissions has been extensively investigated by [22-25]. Due to assuming the collision-free property, a mobile device can hold a certain amount of basic packets allowed to be stored to transmit data with AP.

A basic packet size $s$ is assumed here. Based on the basic packet size, if the upstream (downstream) packet size of an app $i$ is $s^u$ ($s^d$), its packet size will be normalized as $\frac{s^u}{s}$ ($\frac{s^d}{s}$).

The traffic of an app can be modeled. In [11], the exponential moving average algorithm is applied to estimate the downstream packet distribution of an app. [14] assumed that data traffic is predictable based on historical data. Without loss of generality, we adopt the Poisson and exponential distributions [26] to model the packet arrivals and the packet transmission time of an app, respectively. If the $k$th packet of the app $i$ arrives at a queue is time $t$, the $(k+1)$th packet will arrive at $t + \exp(-\frac{1}{\lambda^u_i})$, where $\exp$ is the function to generate a random number based on the exponential distribution, and the $\lambda^u$ is the average packet arrival rate. In the packet transmission aspect, if the average packet transmission rate of the app $i$ is $\mu^u$, the average packet transmission time will be $\frac{1}{\mu^u}$.

In the above traffic modelling, the Poisson and exponential distributions are used for conveniently adopting a queuing model to formulate the packet performance metrics of an app. Based on the formulated performance metrics, we can obtain the packet performance values and then feed these values into the CLUES scheme.

In addition to the above assumptions, we also define some notations for elaborating the CLUES scheme, as shown in Table 1.

### Table 1. Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>The total number of mobile apps running in a time slot.</td>
</tr>
<tr>
<td>$s^u$ ($s^d$)</td>
<td>The average upstream (downstream) packet size of the app $i$.</td>
</tr>
<tr>
<td>$s$</td>
<td>The basic packet size for normalization.</td>
</tr>
<tr>
<td>$sq(aq)$</td>
<td>The size of the whole mobile device (AP) queue.</td>
</tr>
<tr>
<td>$n_\lambda^u$ ($n_\lambda^d$)</td>
<td>The mean number of normalized upstream (downstream) packets of the app $i$ in a time slot.</td>
</tr>
<tr>
<td>$n_\mu^u$ ($n_\mu^d$)</td>
<td>The mean service time of a normalized upstream (downstream) packet while executing the app $i$.</td>
</tr>
<tr>
<td>$dc^u$ ($dc^d$)</td>
<td>The required delay constraint of a normalized upstream (downstream) packet while executing the app $i$.</td>
</tr>
</tbody>
</table>

### 3.2 Queue Division

Multiple apps may run in a mobile device concurrently. The transmission queue of the mobile device (device queue) cannot be fully occupied by only one app. The mobile device queue holds the upstream packets of apps. In the CLUES scheme, the device queue is virtually divided based on the upstream arrival rates of running apps. The device queue size $qs^u_i$ of app $i$ can be estimated using the following equation:

$$qs^u_i = sq \times \frac{n_\lambda^u}{\sum_{k=1}^{n} n_\lambda^u_k} \quad (1)$$

where $\sum_{k=1}^{n} n_\lambda^u_k$ is the sum of the upstream packet arrival rates of all running apps. Each app is based on the ratio of its upstream packet arrival rate over the total arrival rate to determine the occupied device queue size. If $n_\lambda^u_i$ is larger than $n_\lambda^u$, the app $i$ has more upstream packet transmissions than the app $j$. By Eq. (1), the app $i$ can obtain more space of the device queue than the app $j$. For conveniently adopting Eq. (1) in later equations, we also use the maximum number $\max_p^u$ of basic packets allowed to be stored to represent the device queue size of the app $i$, as follows.

$$\max_p^u = \frac{qs^u_i}{s} = \left( sq \times \frac{n_\lambda^u}{\sum_{k=1}^{n} n_\lambda^u_k} \right) \times \frac{1}{s} \quad (2)$$
Similar to the device queue division, the AP queue can also be virtually divided by apps. The AP queue stores the downstream packets of apps. In the following, we give the maximum number \( n_{\text{max}} \) of basic packets allowed to be stored in the AP queue of app \( i \).

\[
\max_{i} P_i = (aq \times \frac{n_{\lambda_{d}}}{n_{\lambda_{d}}}) \times \frac{1}{s} \tag{3}
\]

3.3 Final Transmission Setting

From the energy saving perspective, if an upstream (downstream) packet is sent from a mobile device (AP), this packet transmission should be deferred as long as possible to join transmissions of other packets. The above joint transmission can reduce the number of state transition (sleep to active) of the WINC to achieve energy savings. However, each app occupies the finite device (AP) queue size (see subsection 3.2).

Moreover, some apps has the delay-constrained requirements for their packet transmissions. The packet transmission of an app cannot be deferred too long. Therefore, appropriate packet transmission rates are required to be set for the upstream and downstream packet transmissions of an app. Otherwise, the packet loss and the delay-violated transmissions will occur. After deriving the packet transmission rate, we can further set the final transmission interval of each packet of an app. The packet transmission rate is a key parameter for calculating the final transmission interval of a packet. As mentioned before, the setting of the final transmission interval can consider both energy savings and transmission performance.

3.3.1 Transmission Rate

In section 3.1, the Poisson distribution and exponential distribution were exemplified to model the packet arrivals and packet transmission time of an app. Based on these two distributions, we can adopt the \( M/M/1 \) queuing model [27] to estimate the upstream packet transmission rate. Note that if other distributions are used to model packet traffic, another appropriate queue model is selected to derive the upstream packet transmission rate. Our CLUES scheme is independent of the adopted queueing model.

\[
\frac{1}{P_i - n_{\lambda_{d}}} \leq d_{c_i} \quad \text{and} \quad \frac{(n_{\lambda_{d}} - n_{\lambda_{d}})^2}{n_{\mu_{i}}(n_{\mu_{i}} - n_{\mu_{i}})} \leq \max_{i} P_i \tag{4}
\]

In Eq. (4), the two given formulas represent the average transmission time of a packet and the average number of upstream packets in the device queue of app \( i \), respectively [29]. By setting two upper bound values in the two given formulas of Eq. (4), we can derive the smallest \( n_{\mu_{i}} \) which satisfies both delay constraint and packet lossless requirements. The reasons are explained as follows.

- The transmission time of an upstream packet is not greater than a specified delay constraint. This is to ensure the delay constraint satisfaction.
- The number of the buffered upstream packets in the device queue of an app does not exceed the maximum number of packets allowed in the occupied queue. This is for preventing packet loss.

In Eq. (4), \( d_{c_i} \) and \( n_{\lambda_{d}} \) are given in advance. The \( n_{\lambda_{d}} \) has been derived by Eq. (2). Substituting these well-known parameters into Eq. (4), we can estimate the parameter of the upstream packet transmission rate \( n_{\mu_{i}} \).

Similarly, the downstream transmission rate of an app can be derived as follows.

\[
\frac{1}{n_{\mu_{i}} - n_{\lambda_{d}}} \leq d_{c_i} \quad \text{and} \quad \frac{(n_{\lambda_{d}} - n_{\lambda_{d}})}{n_{\mu_{i}}(n_{\mu_{i}} - n_{\mu_{i}})} \leq \max_{i} P_i \tag{5}
\]

3.3.2 Final Transmission Interval

After deriving \( n_{\mu_{i}} \) from Eq. (4), the final transmission interval of an upstream packet can be estimated as follows. Assume that the app \( i \) sends an upstream packet \( p \) at time \( t \). At the time, the packet \( p \) is put into the device queue of the app \( i \) for waiting transmission. Then, the transmission of the packet \( p \) will start at \( t + \frac{1}{n_{\mu_{i}} - n_{\lambda_{d}}} \). Note that

\[
\frac{1}{n_{\mu_{i}} - n_{\lambda_{d}}} - \frac{1}{n_{\mu_{i}}} \quad \text{is also a well-derived formula of the } M/M/1/n \text{ queuing model [27] represents the average waiting (queuing) time of the packet } p \text{ in a queue by giving the arrival rate } n_{\lambda_{d}}, \text{ the transmission rate } n_{\mu_{i}}, \text{ and the device queue size with } n \text{ basic packets. Next, the mobile device will take } \frac{1}{n_{\mu_{i}}} \times \frac{s_{p}}{s} \text{ time to transmit packet } p. \text{ In Eq. (4), we have estimated the smallest } n_{\mu_{i}} \text{ which can satisfy the delay constraint and packet lossless requirements. Therefore, the } [t + \frac{1}{n_{\mu_{i}} - n_{\lambda_{d}}} - \frac{1}{n_{\mu_{i}}} + \frac{1}{n_{\mu_{i}}} \times \frac{s_{p}}{s}] \text{ can be regarded as the final transmission interval of the packet } p. \text{ If the transmission of the packet } p \text{ is not completed before } t + \frac{1}{n_{\mu_{i}} - n_{\lambda_{d}}} - \frac{1}{n_{\mu_{i}}} + \frac{1}{n_{\mu_{i}}} \times \frac{s_{p}}{s}, \text{ the delay constraint of the packet } p \text{ cannot be guaranteed. In addition, some incoming upstream packets may be lost due to deferring the transmission of packet } p \text{ too long.}
\]
For each downstream packet of the app \( i \), its final transmission interval can be estimated based on the above similar way.

### 3.4 Joint Transmission

In addition to the final transmission setting, the joint transmission is the other key technique proposed in our CLUES scheme. It can concatenate multiple packet transmissions together.

#### 3.4.1 Transmission List Formation

To perform the joint transmission in the upstream and downstream packets of running apps, we first use two transmission lists to keep track the transmission information about each upstream and downstream packet of an app, respectively. The data structure of the two transmission lists is represented as a 4-tuple: sending/receiving app identifier, packet identifier, packet size, and final transmission interval. Whenever an app issues an upstream packet, the packet will be put into the device queue of the app. The 4-tuple information of the packet is extracted and kept in the upstream transmission list. Similarly, the transmission information of each downstream packet is stored in the downstream transmission list.

The upstream status list can be easily formed since the device queue is in the mobile device itself. However, since the AP queue is not stored in the mobile device, the downstream transmission list cannot be directly established by the mobile device. In section 3.1, we adopted the Poisson distribution to model the arrivals of downstream packets of an app. If the \( k \)th downstream packet of the app \( i \) arrives at the AP queue is time \( t \), the \((k+1)\)th downstream packet will arrive at 

\[
t^{+} \exp \left(-\frac{1}{n \cdot \lambda_{d}}\right),
\]

where \( \exp \) is the function that generates a random number based on the exponential distribution with the average inter-arrival time \( \frac{1}{n \cdot \lambda_{d}} \). Based on the packet distribution, the traffic patterns of downstream packets can be estimated by the mobile device.

In practice, the downstream packets to the AP queue do not precisely follow the adopted distribution. To reflect the practical arrival patterns of downstream packets, the downstream list is periodically updated as follows. Whenever the mobile device downloads packets from the AP, the AP determines whether or not there are un-downloaded downstream packets in the AP queue. If so, the 4-tuple transmission information of these un-downloaded packets is attached on the downloaded packets to be sent to the mobile device. Upon receiving the updated 4-tuple information, the mobile device updates its downstream transmission list.

#### 3.4.2 Joint Packet Selection

The upstream and downstream transmission lists are used to fulfill the joint transmission, as follows. When the WINC of a mobile device transmits an upstream or downstream packet \( p \), the remaining wireless bandwidth should be enough to involve other packets to join the transmission of packet \( p \). The involved packets are called the joint packets of packet \( p \), which transmissions will be joined with the transmission of packet \( p \) together.

The above joint transmission can enable the mobile device to have longer active and sleep durations to reduce the number of sleep-to-active state transitions. To maximize the benefit of the joint transmission, more joint packets should be involved. However, the WINC of mobile device holds a limited bandwidth capacity. Additionally, different apps have different packet sizes. The joint packet selection is a combinatorial problem. For obtaining the optimal solution, we transform the joint packet selection problem into a well-known knapsack problem.

**Definition 1.** The knapsack problem is a problem in which one tries to pick some items in such a way that the total profit is maximal, while ensuring that the total weight of the chosen items does not exceed the knapsack capacity.

Before describing the transformation between the joint selection problem and the knapsack problem, we first assume that packet \( p \) is with the earliest final transmission interval \([t_{p1}, t_{p2}]\) among all packets in the upstream and downstream transmission lists. The mobile device will begin to transmit packet \( p \) at \( t_{p1} \).

Other packets in the upstream and downstream transmission lists are the joint packet candidates of packet \( p \). Each of them is associated with a joint value with respect to packet \( p \). Here, the joint value is used for determining the selection order to be a joint packet of packet \( p \). Before formally defining the joint value, we first define the transmission difference.

**Definition 2.** Assume the packet \( q \) is with the final transmission interval \([t_{q1}, t_{q2}]\). The transmission difference with respect to packet \( p \) is defined as 

\[
|t_{q1} - t_{p1}|
\]

where \( t_{q1} \) and \( t_{q2} \) are the lower bound and upper bound of the final transmission interval of packet \( q \), respectively.

**Definition 3.** For packet \( q \), its joint value with respect to packet \( p \) is the inverse of its transmission difference. The joint value of packet \( q \) is

\[
\frac{1}{|t_{q1} - t_{p1}|}.
\]

According to Definition 3, if the joint value of the joint packet candidate \( q \) is larger than that of the joint packet candidate \( r \), it represents that packet \( q \) has a smaller transmission difference with respect to packet \( p \). Packet \( q \) is more urgent than packet \( r \) to join the transmission of packet \( p \). Therefore, the joint packet
Next, we give the transformation to the knapsack problem, as follows.

- The WINC of a mobile device holds a certain amount of bandwidth to transmit packets. The bandwidth capacity corresponds to the capacity of a knapsack.
- In the upstream and downstream transmission lists, each packet can be regarded as an item to be put into the knapsack.
- Each packet may have the different size which corresponds to the size of an item. The packet is also associated with a joint value which corresponds to the profit of an item.
- The objective of the joint packet selection problem is to maximize the total joint value of all selected joint packets. This corresponds to the maximum total profit of all chosen items in the knapsack.

Based on the above mappings, the joint packet selection problem can be transformed to the knapsack problem.

### 3.4.3 Greedy Algorithm

Solving the knapsack problem is known to be NP-hard [19]. Instead of finding the optimal solution, we modify a well-known knapsack greedy algorithm to solve the joint packet selection problem in polynomial time, as given in Figure 2.

In Figure 2, we first assume that a mobile device will first transmit packet \( p \) (line 1). Depending on the attribute of packet \( p \), the identity of packet \( p \) will be put in the upstream or downstream section (lines 2-6). The upstream and downstream sections are two temporary buffers to collect the identities of packets which transmissions will be joined together. The total bandwidth demand of the joint transmission is initially set to the size of packet \( p \) (line 7), which will increase as involving joint packets. To conveniently select the joint packets, the algorithm partitions the upstream and downstream transmission lists into a number of upstream and downstream sub-lists based on the app identity (line 8). The algorithm alternatively selects two possible joint packets from the upstream and downstream sub-lists of each app (lines 9-34). The \( next_{idx}^u \) and \( next_{idx}^d \) are the two retrieval points used to assist the joint packet selection, which values are initialized to 1 (lines 9-11). By following the two retrieval pointers, the two possible joint packets are compared with each other using the selection metric.

![Figure 2. The joint packet selection algorithm](image-url)

\( j(f) \) is the selection metric. Note that the selection metric is also used in the knapsack greedy algorithm [19] to be the item selection order. The packet with the larger metric...
value will be a joint packet candidate (lines 19-23), which will further be compared with the joint packet candidates of other apps. After comparing the metric values of all joint packet candidates, the packet with the largest metric value will be designated formally as a joint packet (line 25). According to the attribute of the packet, the identity of the packet will be put in the upstream or downstream transmission section (lines 27-33).

If the remaining bandwidth of the mobile device is insufficient to involve one more joint packets, the joint packet selection stops (lines 13-15). After selecting all the joint packets, the mobile device wakes up its WINC from the sleep state to transmit (send and receive) packet \( p \) and its joint packets which are specified packets in the upstream and downstream transmission sections (lines 35-36). After performing the joint transmission, the entries of packet \( p \) and its joint packets are deleted from the upstream and downstream transmission lists (line 37). The WINC of the mobile device can go into the sleep state (line 38).

### 3.4.4 Time Complexity

The above greedy algorithm takes \( O(\sum_{i=1}^{n}(n\lambda_{ud}^{i} + n\lambda_{ud}^{i})) \) to partition the upstream and downstream transmission lists into a number of status sub-list pairs, where \( \sum_{i=1}^{n}(n\lambda_{ud}^{i} + n\lambda_{ud}^{i}) \) is the total number of packets in the upstream and downstream transmission lists during a time slot, and \( n \) is the number of running apps during a time slot. Then, the algorithm repeats the joint packet selection. In each selection round, two possible joint packets are first selected from the upstream and downstream sub-lists. Then, a joint packet is formally selected. Here, the joint packet selection takes \( O(n) \). The maximum number of selection rounds is \( \sum_{i=1}^{n}(n\lambda_{ud}^{i} + n\lambda_{ud}^{i}) \). In such case, all packets in the upstream and downstream transmission lists are selected as joint packets. Overall, the entire algorithm runs in polynomial time with \( O\left(\sum_{i=1}^{n}(n\lambda_{ud}^{i} + n\lambda_{ud}^{i})\right) \).

### 4 Performance Evaluation

#### 4.1 Simulation Setup

We used MATLAB [28] to perform simulation experiments for evaluating the performance of the proposed CLUES scheme and other related schemes. To improve the PSM with the delay constraint consideration, several schemes have been proposed in Section 2. Basically, these PSM-improved schemes wake up the WINC of the mobile device at least once during a beacon interval. Compared to these PSM-improved schemes, the energy consumption and packet transmission performance of the original PSM scheme can be regarded as the low bounds of the PSM-improved scheme in the energy consumption and packet transmission performance, respectively. If we only concern the delay constraint, the best PSM-improved scheme is the scheme that completes the packet transmission before the specified delay constraint. However, this scheme also generates the upper-bound energy consumption of all the PSM-improved schemes. In our simulation experiments, the PSM and all the PSM-improved schemes are categorized as the PSM-type scheme. In addition to the PSM-type scheme, the CLUES is further compared with the non-energy-saving (NEE) scheme. The NEE scheme can provide the best packet transmission performance. When a packet arrives at the device (AP) queue, the NEE scheme immediately transmits the packet between the mobile device and the AP. Here, the comparison with the NEE scheme is for quantifying the effectiveness of CLUES scheme in packet transmission in addition to the energy consumption aspect. We set the following simulation parameters in simulation experiments. First, we assume that there are five apps concurrently running in a mobile device. The five apps include two multimedia apps with different encoding schemes, namely H.264 and MPEG 4, respectively. The other three apps are Web mail, FTP, and VoIP. We refer to [29] to set different traffic types for five apps, as shown in Table 2.

<table>
<thead>
<tr>
<th>App</th>
<th>Multimedia</th>
<th>Web Mail</th>
<th>FTP</th>
<th>VoIP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic Model</td>
<td>VBR</td>
<td>VBR</td>
<td>VBR</td>
<td>CBR</td>
</tr>
<tr>
<td>Packet Size</td>
<td>[512, 1024]</td>
<td>[512, 1024]</td>
<td>[512, 1024]</td>
<td>512</td>
</tr>
<tr>
<td>Packet Arrivals</td>
<td>Poisson</td>
<td>Poisson</td>
<td>Poisson</td>
<td>Fixed</td>
</tr>
<tr>
<td>Power Consumption</td>
<td>Sending</td>
<td>Idle</td>
<td>Sleeping</td>
<td>State transition</td>
</tr>
<tr>
<td></td>
<td>1.4W</td>
<td>0.7W</td>
<td>0.06W</td>
<td>1.85W</td>
</tr>
</tbody>
</table>

In Table 2, the packet arrivals of each app follows a Poisson distribution and the mean packet size is randomly set within [512, 1024] bytes except the VoIP app. The VoIP has the fixed packet size (512 bytes)
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4.2 Simulation Results

Figure 3 illustrates the comparison of total energy consumption. The PSM-type scheme includes a number of PSM-like schemes. In this subsection, each metric of the PSM-type scheme is evaluated based on the lower-bound and upper-bound manners. For example, in Figure 3, there are two bars (PSM-type-S and PSM-type-L) for the PSM-type scheme to indicate the smallest and largest energy consumption among all the PSM-like schemes, respectively. As shown in Figure 3(a), the CLUES has less energy consumption than the PSM-type-S. The average reduction ratio \( \frac{\text{PSM}_{\text{type,S}} - \text{CLUES}}{\text{PSM}_{\text{type,S}}} \) is about 23%. Compared to the NEE and the PSM-type-L, larger average reduction ratios (44% and 32%) can be obtained. The basic idea of an energy-saving scheme is to make the WINC of a mobile device frequently stay in the sleep state to reduce energy consumption. The energy cost of the packet transmissions cannot be reduced regardless of adopting which energy-saving scheme. If the above irreducible energy cost is not counted into the total energy consumption, the CLUES can greatly improve the energy consumption, as shown in Figure 3(b). Compared with PSM-type-S, the average improvement ratio is at least 78% since CLUES adopts the lazy transmission and joint transmission to make longer sleep durations and fewer state transitions.

The CLUES also has longer sleep durations than other schemes, as shown in Figure 4(a). Even though the comparison is made with the original PSM, the average sleep duration of the CLUES is 14.42 times of the original PSM. The PSM periodically collects downstream packets, which usually has longer sleep durations than other PSM-like schemes. In Figure 4(a), the sleep duration of the original PSM is plotted in the PSM-type-L. For the number of state transitions, the CLUES has also fewer state transitions than all PSM-like schemes. Compared with the PSM-type-S (the PSM-like scheme with the fewest state transitions), the CLUES can reduce the number of state transitions about 90%, as shown in Figure 4(b).

In addition to energy savings, the CLUES also considers the delay constraints of packet transmissions. As shown in Figure 5, the CLUES provides a high satisfaction ratio for packet transmissions. The CLUES sets the final transmission interval for each packet transmission without violating the required delay constraint. Moreover, the joint transmission of the CLUES is also beneficial in meeting the delay constraint since the technique can move ahead of the...
transmission intervals of some packets. In Figure 5, the NEE has the highest satisfaction ratio. Without energy savings, the NEE immediately sends and receives each packet. It completes almost all packet transmissions before their delay constraints. Compared to the NEE, the CLUES has similar ratio values in the satisfaction ratio metric. In this metric, the largest difference between the two schemes is 0.0086. For some PSM-type schemes, they are also concerned with the delay constraints during packet transmissions. These schemes transmit packets at the delay-satisfied threshold points. In the simulation experiments, there may be a large number of concurrent packet transmissions. Such packet transmissions may also have similar delay constraints. In such cases, the mobile device cannot provide enough bandwidth to transmit some packets at respective delay-satisfied threshold points.
For the delay-violated packets, the average excess time is shown in Figure 6. With the immediate transmission property, the excess time of the NEE is 0. The CLUES also has the small excess time for its delay-violated packets. Unlike the CLUES and enhanced PSM schemes, the original PSM scheme does not consider the delay constraint in the packet transmission. It significantly increases the average excess time, which can be seen from the PSM-type-L of Figure 6.

Although the CLUES adopts the lazy transmission, the technique does not defer a packet transmission too long since the delay constraint is considered in the setting of the final transmission interval. In addition, the CLUES also applies the joint transmission to join two or more packet transmissions. In such case, some packets are transmitted before their specified transmission intervals. Figure 7 gives the comparison of the packet transmission performance. The average packet transmission time of the PSM-type scheme is larger than that of the CLUES. Especially, since the original PSM is not concerned with the delay constraint, it increases the packet transmission time to nearly a half of a beacon interval, which can be seen from the PSM-type-L of Figure 7. Even though some PSM-like schemes are concerned with the delay constraint, the CLUES can reduce about 47% of packet transmission time in such schemes. This can be observed by comparing the CLUES with the PSM-type-S.

**Figure 6.** Average excess time

**Figure 7.** Average packet transmission time

5 Conclusions

We have investigated the joint problem of delay constraint and energy savings for mobile devices. With efficient energy use, the lifetime of a mobile device can be extended when it concurrently performs several apps. The proposed energy-saving transmission scheme is abbreviated as the CLUES. In the scheme, we utilize the queuing model to estimate the final transmission interval of each packet without violating its delay constraint requirement. The final transmission is for making the CLUES achieve the lazy transmission. To further reduce energy consumption, if a packet $p$ is transmitted during a certain time duration, the CLUES scheme involves other packets to join the transmission of packet $p$. After transmitting a series of packets, the WNIC of the mobile device can obtain a longer sleep period to save energy consumption. However, the WNIC has a limited bandwidth capacity. As a result, a joint packet selection problem is introduced, such that which packets are selected as joint packets without exceeding the bandwidth limitation. In the CLUES scheme, we modify a well-known knapsack greedy algorithm to efficiently solve the joint packet selection problem in polynomial time. The simulation results demonstrate that the proposed CLUES scheme can efficiently perform the delay-constrained and energy-saving packet transmissions in a mobile device. The CLUES has a similar satisfaction ratio with the NEE (non-energy-saving) scheme. Compared to the existing PSM-type scheme, it can reduce 27% of total energy consumption on average. If the essential energy cost of packet transmission is not counted, the reduction ratio of total energy consumption is about 81%. In the future, we plan to implement the CLUES scheme on various mobile device platforms.
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