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Abstract 

Privacy problem is an emerging concern when we 

protect information security in cloud computing. In some 

application scenarios, the users may require to receive the 

computing results anonymously from the cloud server. 

However, complete anonymity brings regulatory issues to 

practical use. We usually need the encrypted results 

monitorable by superiors in case of illegal information, 

and once there are some disputes occurring, a trusted 

third-party arbitration institution is also required to trace 

the recipients without any need of decryption. Aiming at 

this problem, we propose a new cryptographic primitive 

named Hierarchical Identity-Based Group Encryption 

(HIBGE). In an HIBGE system, the recipients are 

organized in a tree-like structure. Recipients with the 

same function or belonging to the same department make 

up a group and they are managed by a group manager. 

When encrypting, the cloud can use the recipient’s 

identity as the public key, and others only know which 

group the message is sent to, but cannot know the exact 

recipient’s identity. Besides, the higher level can monitor 

the lower’s message, and group manager can trace the 

recipients’ identity. We then construct a concrete HIBGE 

scheme, and prove this scheme is semantic secure, 

anonymous and traceable, with a perfectly zero-

knowledge proof. HIBGE scheme can be widely applied 

in cloud computing. 

Keywords: Hierarchical Identity-Based Group Encryption, 

Cloud computing, Anonymity, Traceability, 

Provable security 

1 Introduction 

With the network development, cloud computing 

has become a hot. Protecting data security and privacy 

of cloud computing is getting more and more important. 

In cloud computing, the computing data is transmitted 

from cloud server to recipients, and the data should be 

encrypted securely to avoid being wiretapped. To 

protect the recipients’ privacy data from being 

collected by others, the data should be encrypted 

anonymously. However, once the data is illegal, 

complete anonymity gives the recipients too much 

power and makes it difficult for data monitoring and 

identity tracing. Usually the recipients can be divided 

into different levels and groups according to their 

function and business. Thus higher level should have 

the ability to audit the data, and once there are some 

disputes occurring, there should be a manager who can 

trace the recipient identity and give out an arbitration 

of the dispute. 

In order to realize the anonymity and traceability of 

group membership, the first Group Encryption (GE) 

scheme was proposed by Kiayias et al. [1] in 2007, in 

which there are four parties involved: senders, verifiers, 

a group manager (GM) and an opening authority (OA). 

GM can manage the recipients who must prove himself 

to GM before joining the group and generating private 

keys. Messages in this group are anonymous, but OA 

can discover the identity of the recipient if there are 

disputes occurring. 

However, there are still some drawbacks in GE. For 

example, the public key in GE is a series of irregular 

string, which is generated from a Public Key 

Infrastructure (PKI). Thus it is hard to check the 

correctness of the public key, and if PKI is offline, the 

GE will stop working. Identity-based cryptosystems 

and signature schemes were first proposed in 1984 by 

Shamir [2], in which the public key is the ID of the 

recipient, which can be represented by his e-mail 

address or his telephone number. Therefore, the 

correctness of the public key can be checked easily, to 

avoid error code of the encryption procedure due to a 

bit error in public key. This idea was not realized 

practically until Boneh and Franklin found the fully 

functional scheme in 2010, Identity-Based Encryption 

(IBE), using Weil Pairing [3]. The scheme they 

proposed is secure under chosen-ciphertext attack in 

random oracle model, and a public key generator (PKG) 

distributes the private key to the member in this system. 

To combine both GE and IBE, Luo et al. proposed 

Identity-Based Group Encryption (IBGE) scheme that 

realizes group encryption in the identity-based 
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cryptography setting [4]. 

Moreover, in practical applications, each group 

member has to generate its private key from a single 

PKG, which requires a large bandwidth and heavy 

burden of a single PKG. Besides, group members are 

often organized in a tree-like structure, which is more 

flexible in practice. Therefore, the IBE scheme was 

improved by Gentry and Silverberg and they proposed 

Hierarchical Identity-Based Encryption (HIBE) [5].  

In view of the above application requirements, and 

inspired by the relevant research results, we proposed 

Hierarchical Identity-Based Group Encryption (HIBGE) 

cryptosystem for cloud computing with all above 

properties. In the HIBGE cryptosystem, members 

working in different groups can generate private keys 

by hierarchy, and the public key to encryption is 

recipient’s identity, with proven security and 

anonymity, and the message is traceable in case of 

disputes occurring. 

1.1 Our Contribution 

We define a new cryptographic primitive named 

Hierarchical Identity-Based Group Encryption (HIBGE) 

cryptosystem, to meet the function requirements in the 

above scenarios. Our main contribution is summarized 

as follows. 

‧ We formalize the cryptosystem notion and security 

notion. The system is composed of seven procedures 

and a verify protocol executed by five roles. In this 

system, the group manager generates its public key 

and private key by itself, and group members 

generate keys from their higher level. When 

encrypting a message, the sender uses the recipient’s 

identity and the recipient’s group manager’s public 

key. The recipient uses its private key for decrypting 

and the group manager uses its private key for 

tracing. To ensure system functional requirements, 

the security model includes semantic security, 

anonymity and traceability by a game between a 

challenger and an adversary with a very strong 

ability. 

‧ We construct a concrete HIBGE scheme on 

composite-order bilinear groups. In order to achieve 

traceability, we divide the ciphertext into two parts, 

where the first part is the encryption of message by 

using the recipient’s identity as the public key, and 

the other part is the encryption of recipient’s identity 

by using the group manager’s public key. Besides, 

the first part of the ciphertext should be a completely 

anonymous HIBE scheme and we reform the 

anonymous HIBE scheme proposed by Caro et al. 

[6]. The second part of the ciphertext should be a 

CCA2 secure encryption scheme. However, if the 

identities used in both parts are inconsistent, it will 

cause the traceability invalid. Thus we come up with 

a zero-knowledge proof protocol to ensure the 

consistence. To avoid prover in the protocol to learn 

the recipient’s hierarchy, we extend the identity 

vector used in both parts of ciphertext with a string 

of fixed parameters. And the protocol can be non-

interactive to reduce the communication times. 

‧ We prove the HIBGE scheme is semantic secure and 

anonymous game by game with the help of semi-

functional ciphertext and semi-functional key. And 

we prove the zero-knowledge proof protocol is 

perfectly zero-knowledge. Finally, the traceability of 

this scheme is proved, which means that there is no 

polynomial time adversary, who can produce a valid 

ciphertext to lead the group manager to a wrong 

target tracing. 

1.2 Related Work 

Kiayias et al. [1] proposed Group Encryption and a 

modular design using zero-knowledge proofs, digital 

signatures, anonymous CCA-secure public-key 

encryption and commitment schemes. They showed an 

efficient instantiation by using Paillier’s cryptosystem 

[7] and Camenisch-Lysyanskaya signatures [8]. By 

using Fiat-Shamir paradigm, the interaction can be 

removed [9]. Qin et al. [10] considered a sort of similar 

primitive with non-interactive proofs and short 

ciphertext, called Group Decryption. Libert et al. [11] 

proposed a traceable GE but message is anonymous to 

members.  

Identity-based encryption and signature schemes 

were first proposed by Shamir [2], and it was first 

realized by Boneh and Boyen [3]. IBE was then 

constructed without random oracles by Boneh and 

Boyen [12], and they defined two security models that 

are selective identity secure and standard security 

model. Then Gentry [13] presented an IBE system that 

is fully secure in the standard model without random 

oracles. Waters [14] presented a new methodology for 

proving security of encryption systems using Dual 

System Encryption. Boneh et al. [15] proposed an 

approach for designing function private IBE schemes. 

And Chen et al. [16] proposed identity-based hash and 

signature schemes without key exposure. 

Hierarchical ID-Based Cryptography was proposed 

by Gentry and Siverberg [5], which included 

hierarchical identity-based encryption and signature 

schemes that have total collusion resistance on all 

levels and chosen ciphertext security in random oracle 

model. Boyen and Waters [17] added anonymity to 

HIBE and gave a proof of security in standard model. 

Waters [14] presented fully secure HIBE systems 

under the simple and established decisional Bilinear 

Diffie-Hellman and decisional Linear assumptions. 

Ducas [18] showed how to use asymmetric pairings to 

convert a large family of HIBE constructions into 

anonymous HIBE systems. Lewko and Waters [19] 

proposed fully secure HIBE with short ciphertext, and 

Caro et al. [6] added anonymity to it, and proved the 

security which including semantic security and 

anonymity, by constructing semi-functional key and 
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semi-functional ciphertext. 

Data security and privacy protection in cloud 

computing has been developed a lot in recent years 

[20]. Zhang et al. [21] proposed the anonymous access 

control scheme in cloud computing. Shen et al. [22] 

proposed traceable and anonymous group data sharing 

schemes in cloud computing, and they designed block 

design-based key agreement protocol that supports 

multiple participants. Chen et al. proposed public 

verifiable scheme and public auditing protocol for 

cloud data [23-25]. Li et al. [26] proposed fuzzy 

identity-based data integrity auditing scheme in cloud. 

And Wu et al. [27] constructed efficient IBE scheme 

for cloud computing that supports equality test. 

1.3 Notation 

HIBGE is a new cryptographic primitive for cloud 

computing. To describe HIBGE much better, we 

introduce several notations in this paper. Table 1 

summarizes these notations and their corresponding 

meanings. 

Table 1. Notations 

Notation Description Notation Description 

λ  Security Parameter ε  Negligible Function of λ  

R
∈  Randomly Picked Element jID

����

 Identity Vector 

jID  Identity j jID ’s Level 

 

We define λ  as security parameter, and ε  as a 

negligible function of λ . We use 
R

a∈ G  to represent 

picking a random element a  in group G . For 

hierarchical members whose level is j , we use jID  to 

denote his identity, and jID

����

 to denote his identity 

vector. If 
1

( , , )j jID ID ID= …

����

, it means that jID  

generates his private key from his higher-level member 

1jID
−

, and so on. 

1.4 Organization 

We start with the necessary basic definitions and 

assumptions in Section 2. Then we present an HIBGE 

cryptosystem, and define the security model for 

HIBGE in Section 3. A concrete HIBGE scheme is 

constructed based on composite order bilinear groups 

in Section 4. We prove the correctness and security of 

this HIBGE scheme, which is semantic secure, 

anonymous, traceable and perfectly zero-knowledge in 

Section 5. Finally, we analyze the efficiency of the 

proposed scheme in Section 6. 

2 Preliminaries 

2.1 Composite Order Bilinear Groups 

Let p  be a large prime. G  and 
T

G  are two cyclic 

groups of order p . g  is a generator of G , and 

:
T

e × →G G G  is a bilinear map. We say that G  and 

T
G  are bilinear groups if e  satisfies following 

properties: 

‧ Bilinearity: ,u v∀ ∈G  and ,
p

a b∀ ∈� , ( , )a b
e u v =  

( , ) ( , )ab b a
e u v e u v= . 

 

‧ Non-degeneracy: ( , ) 1e g g ≠ . 

‧ Computability: group operation ( , )e u v  for ,u  

R
v G∈  can be efficiently computed. 

In this scheme, we use bilinear groups of different 

orders [28]. If 1 2 3 4 (| |), , , R polyp p p p
λ

∈ � , which means 

1 4
, ,p p…  are chosen randomly and the length is 

polynomial of parameter λ . Then it computes integer 

1 2 3 4
N p p p p= . Let G  and 

T
G  be groups of order N , 

and 
1 4

, ,
p p
…G G  are subgroups of G  with order 

1 4
, ,p p… . We use an important property in this scheme, 

orthogonality property, which means that if g  and h  

are elements of different order subgroups, ( , ) 1e g h = . 

2.2 Bilinear Diffie-Hellman Assumption (BDH) 

BDH Problem. Let G  and 
T

G  be two bilinear groups 

of order q, and let :
T

e × →G G G . The BDH problem 

is as follows: Select a generator g of G , and the 

( , , ,

a b c
g g g g ) for some , ,

p
a b c∈�  is given to 

compute ( , )abc
T

e g g ∈G  [12]. An algorithm A  has 

advantage ε  in solving BDH if 

 [ ( , , , ) ( , ) ]a b c abc
Pr g g g g e g g= ≥A ε   

where the probability is over the random choice of 

, , ,g a b c  and random bits used in A . 

Definition 1. The ( ,t ε )-BDH assumption holds in G  

if there is no algorithm that has advantage at least ε  in 

solving the BDH problem in polynomial time t. 

An algorithm B  that outputs {0,1}b∈  has 

advantage ε  in solving decision  BDH problem if 

 
| [ ( , , , , ( , ) ) 0]

[ ( , , , , ) 0] |

a b c abc

a b c

Pr g g g g e g g

Pr g g g g R

=

− = ≥

B

B ε
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where the probability is over the random choice of 

, , ,g a b c , random bits used in B  and random choice of 

R T
R∈ G . 

Definition 2. The ( ,t ε )- decision  BDH assumption 

holds in G  if there is no algorithm that has advantage 

at least ε  in solving decision  BDH problem in 

polynomial time t . 

2.3 Necessary Assumptions 

Assumption 1. For bilinear map :
T

e × →G G G , in 

which G  and 
T

G  are of order 
1 2 3 4

N p p p p= , pick 

random elements 

 
1 2 3

4 1 2 3 1 3

1 1 2 2 3 3

4 123 13

, , , , , ,

, ,

R p R p R p

R p R p p p R p p

A B A B A B

A R R

∈ ∈ ∈

∈ ∈ ∈

G G G

G G G
 

thus we get the set 
1 3

( , , , , , ,
T

D N e A A= G G  

4 1 2 2 3
, , )A B A B B . We define that algorithm 

1
B  has 

advantage ε  in breaking Assumption 1 if 

 
1 123 1 13

| [ ( , ) 1] [ ( , ) 1] |Pr D R Pr D R= − = ≤B B ε  

Definition 3. Assumption 1 holds in G  if there is no 

probabilistic polynomial time algorithm 
1

B  that has 

advantage at least ε  in breaking Assumption 1. 

Assumption 2. For bilinear map :
T

e × →G G G , in 

which G  and 
T

G  are of order 
1 2 3 4

N p p p p= , pick 

random elements 

 
1 2

3 4

1 2 2 2

3 4 1 1 1

, , , , , , ,

, , , ( , )

R N R p R p

s

R p R p T R T

s r A A B D

A A R R e A A
α

α ∈ ∈ ∈

∈ ∈ ∈ =

� G G

G G G
 

thus we get the set 
1 2 3 4

( , , , , , , ,
T

D N e A A A A= G G , 

1 2 1 2 2 2
, , , )s r r

A D A B A D
α . We define that algorithm 

2
B  has 

advantage ε  in breaking Assumption 2 if 

 
2 1 2

| [ ( , ) 1] [ ( , ) 1] |
T

Pr D R Pr D R= − = ≤B B ε  

Definition 4. Assumption 2 holds in G  if there is no 

probabilistic polynomial time algorithm 
2

B  that has 

advantage at least ε  in breaking Assumption 2. 

Assumption 3. For bilinear map :
T

e × →G G G , 

where G  and 
T

G  are of order 
1 2 3 4

N p p p p= , pick 

random elements 
1

1 1 1 2 2 2 2
, , , , , , , , ,R N R ps r A B D A B D F′∈ ∈� G

 

2 3 4
2 3 4 4 4 4 24 24

, , , , , , , ,R p R p R pJ A A B D F A B∈ ∈ ∈G G G  

2 4 1 2 4
24 124 1 1 24

, ,

s

R p p R p p pD R R B D∈ ∈ =G G  thus we get 

the set 
1 2 3 4 1 1 24 1

( , , , , , , , , ,, ,s r

T
D N e A A A A D D A D

′

= G G  

1 4 1 2 1 2 1 24
, , , ).r r s

B F B J A B A B
′ ′

 We define that algorithm 

3
B  has advantage ε  in breaking Assumption 3 if 

 

 

 

 
3 1 3 124

| [ ( , ) 1] [ ( , ) 1] |Pr D R Pr D R= − = ≤B B ε  

Definition 5. Assumption 3 holds in G  if there is no 

probabilistic polynomial time algorithm 
3

B  that has 

advantage at least ε  in breaking Assumption 3. 

2.4 Zero-Knowledge Interactive Proof 

Zero-knowledge interactive proof (ZKIP) system 

was first proposed by Goldwasser, Micali and Rackoff, 

which means that the proof yields nothing beyond the 

validity of the assertion [29]. A ZKIP system has a 

Prover and a Verifier with common input x . Prover 

has a secrete input ω  as a witness. For language L, 

after interaction between Prover and Verifier, if x L∈ , 

Verifier is convinced with overwhelming probability. 

Thus this condition is defined as completeness. 

Otherwise, if x L∉ , no matter what Prover does, 

Verifier would not be fooled with overwhelming 

probability. And this condition is defined as soundness. 

While during this proof interaction, no information 

except validity is leaked. Concretely, completeness and 

soundness conditions are defined as follows: 

‧ Completeness: 

( , ), [ ( ) ] 1
P x

x L Pr V x accept
ω

∀ ∈ = ≥ − ε  

‧ Soundness: ( , ), , [ ( ) ]
P x

P x L Pr V x accept
ω

∀ ∀ ∉ = ≤ ε  

To take an instance, we describe a three-move 

protocol based on discrete logarithm problem. For 

common input ( , , )p g x , in which p  is prime and g  is 

a generator, Prover picks auxiliary input ω  as his 

witness, and computes ( )modg x p
ω

= . 

‧ Prover picks random *

,R pr Z∈  and computes 

( )mod
r

y g p= . Prover sends y  to Verifier. 

‧ On receiving y , Verifier replies to Prover with a 

random bit {0,1}
R

b∈  

‧ If 0b = , Prover sends z r= . If 1b = , Prover sends 

( )mod 1z r pω= + −  

‧ Verifier accepts if ( )mod
z b

g x y p=  

3 HIBGE: Modelling and Definitions 

3.1 Hierarchical Identity-Based Group 

Encryption 

In this section, we propose a new cryptographic 

primitive named Hierarchical Identity-Based Group 

Encryption (HIBGE) cryptosystem as described in 

Figure 1. The HIBGE cryptosystem is composed of 

following five parties: 
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Figure 1. System model 

‧ Private Key Generator (PKG) can generate a private 

key for a group member corresponding to his 

identity vector ID
���

. 

‧ Group Manager (GM) can administrate the group 

members and trace the message recipient if there is 

something delinquent. 

‧ Member can be divided into two roles relatively, an 

higher-level member and a lower-level member, but 

the role is not absolute. A higher-level member can 

delegate private key to the lower-level member, and 

thus the higher-level member has the ability to 

monitor the lower-level member’s message. All the 

message recipients are in the group, and the GM will 

trace the message to find its recipients if necessary. 

‧ Senders can be in the group or not. A sender can use 

the message recipient’s identity vector ID
���

 as the 

public key to encrypt his message. And the sender 

can be cloud server in cloud computing.  

‧ Verifiers can prove the identity vector used to 

encrypt message is identical to the identity vector 

hiding in the ciphertext, and the GM can play the 

verifier’s role by verify the ciphertext occasionally 

to ensure its validity. 

With these five parties, the HIBGE scheme works 

by following seven procedures and a verify protocol: 

‧ ( , ) ( , )Params MSK lλ← Setup : This is a polynomial 

algorithm executed by PKG, which takes as input a 

security parameter λ  and the maximum depth of the 

identity vector l , and outputs the system parameters 

Params  and master key MSK . 

‧ ( , ) ( )GPK GSK Params←GMKeyGen : This is a 

polynomial algorithm executed by GM , which 

takes as input the security parameter λ  that is the 

same in the procedure ( , )Setup lλ . And it outputs 

the GM  public key and private key pair 

( , )GPK GSK . 

‧ ( ) ( , , )j jUSK Params MSK ID←USKeyGen
����

: This is 

a polynomial algorithm executed by PKG, which 

takes as input the system parameters Params , the 

PKG’s master key MSK  and the member’s identity 

vector jID

����

, which is equal to 
1

( , , )jID ID…  with 

j l≤ , and outputs a private key jUSK . 

‧ 
1 1

( ) ( , , , )j j j jUSK Params ID ID USK
+ +

←Delegate
����

: 

This is a polynomial algorithm executed by the 

higher-level group member whose identity is jID

����

, 

which takes as input the system parameters Params , 

the identity vector jID

����

, the lower-level member 

identity 
1jID

+
 with 1j l+ ≤ , and the higher-level 

member’s private key jUSK . And the algorithm 

finally outputs the lower-level member 
1jID

+
’s 

private key 
1jUSK

+
. 

‧ ( ) ( , , , )jC Params GPK ID M←Encrypt
����

: This is a 

polynomial algorithm executed by Sender , which 

takes as input the systems parameters Params , the 

Recipient’s identity vector jID

����

 and the GM’s public 

key GPK . Finally the algorithm outputs the 

ciphertext C . 

‧ ( ) ( , , )jM Params C USK←Decrypt : This is a 

polynomial algorithm executed by Recipient, which 

takes as input the systems parameters Params , the 

Recipient’s private key jUSK  and the ciphertext C , 

and outputs the message M . 

‧ ( ) ( , )ID C GSK←Trace

���

: This is a polynomial 

algorithm executed by GM, which takes as input the 

ciphertext C  and the GM’s private key GSK , and 

outputs the ID
���

 which forms the ciphertext. 

The ( )CVerify  protocol is constructed to prove that 

the identity vector ID
���

 used to encrypt message is 

identical to the ID
���

 in ciphertext. This protocol should 

be a zero-knowledge interaction or non-interaction 

protocol, which means that Prover verifies the 

ciphertext is valid but yields nothing else through the 

whole protocol. The Verifier outputs accept if the 

proof is validity, and then the ciphertext can be sent in 

the group. Otherwise the ciphertext delivery would be 

rejected. 
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Definition 6 (Correctness). We say the HIBGE 

scheme is correct if the following correctness-game 

returns true with overwhelming probability. 

‧ ( , ) ( , )Params MSK Setup lλ←  

‧ ( , ) ( )GPK GSK GMKeyGen λ←  

‧ ( , , ),j jUSK USKeyGen Params MSK ID←

����

 where jID =

����

 

1
( , , )jID ID…  and [1, ]

R
j l∈  

‧ 
1 1

( , , , )j j j jUSK Delegate Params ID ID USK
+ +
←

����

 for 

[1, 1]j l∈ −  

‧ 
0

( , , , )jC Encrypt Params GPK ID M←

����

 and 
1

C  is 

equal to 
0

C  except that the recipient’s identity in 
1

C  

is tampered. 

‧ Verify that all the following equality are satisfied, 

and return true. 

 

0 1

0

0

( ) , ( )

( , , )

( )

j

j

Verify C accept Verify C reject

Decrypt C Params USK M

Trace C ID

= =

=

=

����

 

3.2 Security Model for Hierarchical Identity-

Based Group Encryption 

The security of the HIBGE scheme includes 

semantic security, anonymity and traceability. We 

describe the security definition for HIBGE scheme by 

following two games between an adversary A  and a 

challenger B . 

Semantic security and anonymity. To protect the 

ciphertext not to be analyzed easily by adversary and to 

hide the identity information from ciphertext, semantic 

security and anonymity are necessary. Thus they are 

defined by the following game. 

‧ Setup: The challenger B  runs Setup  on input 

security parameter λ , keeps MSK  privately, and 

forwards system parameters Params  to the 

adversary A . 

‧ Phase 1: In this phase, A  can adaptively make 

USKeyGen , Delegate  and Trace  queries, and then 

he gets the group member’s private key jUSK  for 

identity vector jID

����

. 

‧ Challenge: After Phase 1, adversary A  selects two 

messages 
0

M  and 
1

M  of equal length, and two 

identities vector 
0

ID

����

 and 
1

ID

����

, which have not 

appeared in Phase 1 private key queries. Challenger 

B  chooses random {0,1}c∈ , and runs algorithm 

( , , , )
c c

Encrypt Params M ID GPK . And the output of 

the algorithm is given to A . 

‧ Phase 2: It is similar to Phase 1 except that ID
���

 

should not be a prefix of either 
0

ID

����

 or 
1

ID

����

, and 

Trace  query is not permitted. 

‧ Guess: The adversary A  outputs a guess {0,1}c′∈ . 

If c c′ = , A  wins the game. 

We define the advantage that adversary A  wins the 

game is 
1

| [ ] |
2

Adv Pr c c′= = −
A

. 

Definition 7. The Hierarchical Identity-Based 

Encryption scheme is semantic secure and anonymous, 

if for all polynomial time adversary A  and security 

parameter λ , the advantage that A  wins the game 

satisfies : 

 
1

| [ ] |
2

Adv Pr c c′= = − ≤
A

ε  

Traceability. In case that the message is illegal or 

there are disputes occurring, the GM can trace the 

recipient of the message. However, if the adversary 

uses the recipient’s identity vector as public key, but 

puts other member’s identity vector in ciphertext for 

tracing, the GM will trace a wrong target. Therefore, it 

is necessary to insure the traceability to prevent the 

adversary from using other’s identity vector in 

ciphertext. Thus the traceability is defined by 

following game. 

‧ Setup: The challenger B  runs Setup  and 

GMKenGen  on input security parameter λ . And B  

gives the output Params , GSK  to challenger ′A . 

‧ Inspect phase: ′A  can adaptively make 

GMKeyGen  query, USKeyGen  query, Delegate  

query, Encrypt  query, Decrypt  query and Trace  

query to B , And B  responds all the outputs of 

these queries. Besides, ′A  can play the role as a 

Prover to interact with Verifier while he makes a 

Verify query in the zero-knowledge proof system. 

‧ Output: ′A  encrypts message M  and outputs the 

ciphertext C′ , which can be decrypted back to M  

when queried to Decrypt . Finally, adversary ′A  

wins the game if the output of ( )Trace C′  is a wrong 

identity vector of the recipient. 

We define the advantage that adversary ′A  wins the 

game is 

 [ ( ( , )) ]Adv Pr Trace Encrypt M ID ID
′ ′
= ≠

��� ���

A A
 

Definition 8. The Hierarchical Identity-Based 

Encryption scheme is traceable, if for all polynomial 

time adversary ′A  and security parameter λ , the 

advantage that ′A  wins the game satisfies: 

 [ ( ( , )) ]Adv Pr Trace Encrypt M ID ID
′ ′
= ≠ ≤

��� ���

A A
ε  

4 A Concrete HIBGE Scheme 

In this section, we construct the Hierarchical 

Identity-Based Group Encryption scheme based on the 
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Public-Key Anonymous HIBE scheme constructed by 

Caro, Iovino and Persiano [6], and modify it to be 

anonymous in group encryption and verify protocol. 

Private key consists of two parts, one for decrypting 

ciphertext and another for delegate private keys to 

lower-level group members. Ciphertext also consists of 

two parts, one for encrypted message and another for 

encrypted identity vector which ensures traceability. 

Then we construct a zero-knowledge interactive (and 

non-interactive) protocol Verify, to ensure the validity 

of ciphertext. 

‧ ( , )Setup lλ : This algorithm picks random prime 

1 2 3 4
, , ,p p p p , the length of which are polynomial of 

λ . Then it computes integer 
1 2 3 4

N p p p p= . Let G  

and 
T

G  be groups of order N , and let 

:
T

e × →G G G  be a bilinear map. The algorithm 

picks random 
1

1 1 1
, , , , l R pg u v v… ∈ G , 

3
3 R pg ∈ G , 

4
4 4
, R pg u ∈ G , 

1
, , ,

l R N
m mα … ∈ � , and let 

1 4
U u u= × . PKG publishes the system parameters 

1 1 3 4 1 1 1
( , , , , , , , ( , ) , , , ,

l
Params N v v g g g e g g U m

α

= … …

)
l

m , and keeps master key 
1

( , )MSK u α= . 

‧ ( )ParamsGMKeyGen : To generate a private key 

for GM , this algorithm picks random 
11 12 21
, ,β β β , 

22 3
,

R N
β β ∈ � , and a one-way hash function H. Let 

G  be an Abelian group of prime order p , in which 

the decision Diffie-Hellman problem is hard, and the 

algorithm picks random 
1 2
,g g , 

1
, ,

l R
v v… ∈ G . Then 

it computes 11 12

1 1 2
X g g

β β
= , 21 22

2 1 2
X g g

β β
= , 3

1
Y g

β
= . 

GM keeps 
11 12 21

( , ,GSK β β β= , 
22 3
, )β β , and 

publishes  

 
1 2 1 2 1

( , , , , , , , , )
l

GPK g g X X Y H v v= … .  

‧ 
1

( , , ( , , )) :j jParams MSK ID ID ID= …USKeyGen
����

 

Given MSK  and the identity vector of the group 

member, this algorithm picks random 
1 2
,

R N
r r ∈ � . 

Let {1,2}k∈ , and the algorithm picks random 

3
,1 ,2 , 1 ,, , , ,k k k j k l R pE E E E

+
… ∈ G . Then it computes 

,0 ,1 , 1 ,( , , , , )k k k j k lUSK S S S S
+

= …  for 1k =  and 2. 

 

11 1

11 2

,0 1 ,1

1,1 1 1 1 1 1,2

2,1 1 1 1 2,2

, 1 1 , 1 , ,

,

( ) ,

( ) ,

, , .

k

j j l

j j l

k k

r
k k

ID m mID r
j j l

ID m mID r
j j l

r r
k j j k j k l l k l

S g E

S g v v v v u E

S v v v v u E

S v E S v E

α +

+

+

+

+ + +

=

= … …

= … …

= … =

 

When 1k = , this part of USK  is used to decrypt 

messages, and when 2k = , the other part ofUSK  is 

used to generate USK  for his corresponding lower-

level members. 

‧ 
1

( , , , )j j jParams ID ID USK
+

Delegate
����

: In the case 

that a lower-level member whose identity is 
1jID

+
 

with 1j l+ ≤ , calls for his private key, the 

corresponding higher-level member, whose the 

private key is ,0 ,1 , 1 ,( , , , , )j k k k j k lUSK S S S S
+

′ ′ ′ ′= …  for 

1k =  and 2, runs the algorithm. Add the 
1jID

+
 into 

higher-level member’s identity vector jID

����

 to be a 

new identity vector of the lower-level member, 

which is 1 1 1
( , , )j jID ID ID+

+
= …

���

. The algorithm 

picks random 
1 2
,

R N
r r′ ′∈ � , and ,1 ,2 , 1, , , ,k k k jE E E

+
…  

3
,

.k l R pE ∈ G  Then it computes 
1jUSK

+
 

,0 ,1 , 1 ,( , , , , )k k k j k lS S S S
+

= …  for 1k =  and 2. And the 

distribution of 
1jUSK

+
 is identical to it of jUSK  in 

which the 1 1 1
( , , )j jID ID ID+

+
= …

���

. 

 

1 2

1 11 1

2 1 12

1

1,0 1,0 2,0 1,1 2,0 2,0 2,1

( )

1,1 1,1 2,1 1, 1 2, 1 1,2

( )

2,1 2,1 2, 1 2,2

1, 2 1, 2 2, 2 1, 2 1, 1, 2,

( ) , ( ) ,

( ) (( )( ) ) ,

( ) ( ) ,

( ) , , (

j j

j j

r r

ID mr r
j j

r ID mr
j

r
j j j j l l l

S S S E S S E

S S S S S E

S S S E

S S S E S S S

+ +

+ +

′ ′

−′ ′

+ +

′ −′

+

′

+ + + +

′ ′ ′= =

′ ′ ′ ′=

′ ′=

′ ′ ′ ′= … = 1

2 2

1,

2, 2 2, 2 2, 2 2, 2, 2,

) ,

( ) , , ( ) .

r
l

r r
j j j l l l

E

S S E S S E

′

′ ′

+ + +
′ ′= … =

 

‧ ( , , , )jParams GPK ID MEncrypt
����

: This algorithm 

picks random 
1 2

, , ,
R N

s n z z ∈ � . If the message is 

T
M ∈G  and the public key is 

1
( , , )j jID ID ID= …

����

, 

the ciphertext is 
1 2

( , )C C C= =  

1,0 1,1 1,2 2,0 2,1 2,2 2,3( , , , , , , )C C C C C C C . 
1

C  is used to 

encrypt message, and 
2

C  is the encrypted 

recipient’s identity. 

 

11 1 2

11

2,0 2,1 2,2

1,0 1 4 1,1 1 1 4

1,2 1 1 2,0 1 2,1 2

2,2 1 1

( )

2,3 1 2

, ( ) ,

( , ) , , ,

( ),

j j l

j j l

ID m mz ID zs s
j j l

s n n

ID m mIDn
j j l

nH C C Cn

C g g C v v v v U g

C Me g g C g C g

C Y v v v v

C X X

α

+

+

+

+

= = … …

= = =

= … …

=

 

‧ ( )CVerify : To verify the encrypted ID
���

 is identical 

to the ID
���

 used to encrypt message, this algorithm 

roles as an interactive or non-interactive zero-

knowledge proof protocol. Prover(Sender) proves to 

Verifier(GM) that he uses the same ID
���

 in Encrypt  

algorithm, but leaks nothing else through the whole 

protocol. The protocol can be denoted as 

 { }1,0 1,1 2,0 2,1 2,2 2,3, , , , , , ,|jZK n s ID C C C C C C

����

 

And we utilize intermediate values 
1
L , 

2
L  to make 



644 Journal of Internet Technology Volume 20 (2019) No.2 

 

the protocol easier, and thus the zero-knowledge proof 

is converted into 

 
1,0 1,1 2,0 2,1 2,2 2,3

1 2,2 2 2,0 1

, , , , , ,

, ,

,

|j s s ns

C C C C C C
ZK n s ID

L C L C g

⎧ ⎫⎪ ⎪
⎨ ⎬

= = =⎪ ⎪⎩ ⎭

����

 

Then the interactive protocol is as follows. 

1. Prover picks random ,n s , 
1
z , 

2
z  and 

i R N
ID ∈ � , 

for 1, ,i l= … , and runs the algorithm Encrypt  again to 

get the ciphertext C  except that 2,3C  

2,0 2,1 2,2( )

1 2

nH C C Cn
X X= . Then he let 1

1 1
( )lns ID ID s

l
L Y v v= … , 

and 2 2,0 1 .

s ns

L C g= =  Prover sends 
1 2

( , , )C L L  to 

Verifier, but keeps the random integers privately. 

2. Verifier picks random 
R N

ω∈ � , and sends it to 

Prover. 

3. Prover computes ( )1
mod ,s s Nϕ ω= +  

2
ϕ  

( )mod .n n Nω= +  For 1, , ,i l= …  3,i i
IDϕ ω=  

( )mod
i

ID N+ , ( )4, modii i
s ID sID Nϕ ω= + , and 

note that 
i i

ID m=  for .i j>  
5

nsϕ =  ( )modns Nω+ , 

6 1 1
z zϕ ω= + , 

7 2 2
z zϕ ω= + . Prover sends it back to 

Verifier. 

4. Finally, Verifier checks whether all the following 

equations are satisfied. 

 4,1 4,6 71 1

1 4 1,0 1,0 4 1 1,1 1,1, ,

l

l
g g C C U g v v C C

ϕ ϕϕ ϕϕ ϕω ω
= … =  

 2 2

1 2,0 2,0 2 2,1 2,1,g C C g C C
ϕ ϕω ω

= = , 

 3,1 3,2

1 2,2 2,2
l

l
Y v v C C

ϕ ϕϕ ω
… = , 

 2,0 2,1 2,2 2
( )

1 2 2,3 2,3( )
H C C C

X X C C
ϕ ω

= , 

 4,1 4,5 5

1 1 1 1 2 2
,

l

l
Y v v L L g L L

ϕ ϕϕ ϕω ω
… = =  

If all the equations are satisfied after checked, 

Verifier outputs accept, otherwise reject. This 

algorithm outputs accept if and only if the ID
���

 which is 

used to encrypt message is the same to the ID
���

 which is 

encrypted in the ciphertext and can be used in 

algorithm Trace . 

Besides, this protocol can be converted into a non-

interactive zero-knowledge proof by using a collision-

resistant hash function H . The non-interactive 

protocol is the same as the interactive protocol except 

that ω  in stage 2 is generated by Prover and 

1 2
( , , , )H C C L Lω = . 

‧ ( , , )jParams C USKDecrypt : The 
1

C  part of 

ciphertext C  is used in this algorithm. Recipient 

uses the private key jUSK  to compute and get the 

message. 

 
1,2 1,0 1,1

1,1 1,0

( , )

( , )

C e S C
M

e S C
=  

‧ ( , )C GSKTrace : The GM can trace the Recipient if 

the message is illegal by running this algorithm. If 

the algorithm Verify  outputs accept, GM computes 

 1

3

2,2

1

2,0

l
IDID

l

C
v v

C
β

… =  

Then GM computes i
ID

i
v  for all 

i
ID  and finds the 

*

ID

���

 that satisfies 
**

1 1

1 1

l l
ID IDID ID

l l
v v v v… = … . Finally, it 

outputs 
*

ID

���

 who is the ciphertext Recipient. 

5 Correctness and Security of HIBGE 

Scheme 

5.1 Correctness of HIBGE scheme 

We use the Definition 6 to prove this scheme 

satisfies correctness. Firstly, the message M  can be 

decrypted correctly from ciphertext for  

1,2 1,0 1,1

1,1 1,0

( , )

( , )

C e S C

e S C
 

11 1 2

11 1 1

1 1 1 1,1 1 1 4

1 1 1 1 1,2 1 4

( , ) ( ,( ) )

( ( ) , )

j j l

j j l

ID m mr ID zs s
j j l

ID m mID r zs
j j l

Me g g e g E v v v v U g

e g v v v v u E g g

α

α

+

+

+

+

… …

=

… …

 

11 1

11 1

1 1 1 1 1

1 1 1 1 1

( , ) ( ,( ))

( , ) ( , )

j j l

j j l

ID m mID r ss
j j l

ID m mID r ss
j j l

Me g g e g v v v v
M

e g g e v v v v g

α

α

+

+

+

+

… …

= =

… …

 

Secondly, the Recipient can be traced correctly for  

 311 12 21 22

2,0 2,1 1 2,0 2,1 2 2,0, ,

n n n

C C X C C X C Y
ββ β β β

= = =   

Thus this algorithm outputs 
2,2( )

3
H ID

n

C
g

Y
= , if 

 11 21 2,0 2,1 2,2 12 22 2,0 2,1 2,2( ) ( )

2,0 2,1 2,3

H C C C H C C C
C C C

β β β β+ +

=  

5.2 Zero-Knowledge Proof 

The Verify  algorithm is a zero-knowledge proof 

protocol, and we sketch the proof of it by proving three 

properties: completeness, soundness and zero-

knowledge. And we proved that the protocol is 

perfectly zero-knowledge. 

‧ Completeness: The completeness of this protocol is 

trivial. 

‧ Soundness: We construct a knowledge extractor M, 

which has complete control over Prover and stops in 

expected polynomial time. Thus the probability that 

M outputs a string of valid 
i

ϕ  is the same as the 

probability that a possible cheating Prover’ 

convinces a truthful Verifier. However, M computes 

i
ϕ  with no knowledge of random 

1 2
, , , ,is n ID z z . 
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This implies that M would generate valid 
i

ϕ  

accepted by Verifier with negligible probability so 

as the Prover’. The soundness of M demonstrates the 

soundness of the underlying protocol. 

‧ Zero-knowledge: We construct a simulator M, 

which simulate the whole protocol without 

knowledge of 
1 2

, , , ,s n ID z z

���

. M has complete control 

over the possibly cheating Verifier. M guesses a 

challenge ,ω′  and chooses random 
i

ϕ ′  for 

1, ,7
R N

i = … ∈ � . M sends 
i

ϕ ′  to Verifier’. If M 

succeeds, he repeats the protocol, each time with 

different random challenges ω′ . Note that 

regardless of the value of ω′ , the distribution of 
i

ϕ ′  

are the same as the distribution of message sent by 

truthful Prover. Thus Verifier’s replay in the 

protocol is independent of ω′ . Therefore, the 

probability that the simulation with ω′  is equal to 

the probability in a real execution of protocol. Thus 

the output of the simulation procedure is perfectly 

indistinguishable from a real execution of the 

protocol, even with a cheating Verifier. 

5.3 Semantic Security and Anonymity of 

HIBGE 

Security of Hierarchical Identity-Based Group 

Encryption scheme includes semantic security, 

anonymity and traceability. As introduced in section 3, 

we prove semantic security and anonymity by running 

game based on Definition 7, and we prove traceability 

by running game based on Definition 8. Referring to 

the proof made by Angolo, Vincenzo and Giuseppe [6], 

we prove semantic security and anonymity of HIBGE 

by following versions of game 7q +  times, in which 

adversary A  makes q  key queries to challenger B . 

1
:Game  is an original HIBGE scheme. 

2
:Game  is the same to 

1
game  except that the 

2
C  part 

of ciphertext is generated at random. 

Claim 1: For any algorithm ,A  
1

( )Adv game
A

 

2
( )Adv game=

A
. 

Proof. Suppose that H  is a one-way hash function, 

and 
1 2 3 4 1 2 3

, , , , ,, ,
R N R

n g g g Gβ β β β ∈ ∈�  are chosen 

randomly. Then the distribution of 
2

C  is uniform, 

which means 
1

game  and 
2

game  are the same in 

adversary’s view. 

3
:Game  is the same to 

2
game  except that each key 

query is sent to a new key generation algorithm, in 

which way the Delegate  algorithm will not run 

anymore. 

Claim 2: For any algorithm A , 
2

( )Adv game
A

 

3
( )Adv game=

A
. 

Proof. Suppose that all the random parameters in both 

USKenGen  and Delegate  are chosen randomly, then 

the private keys generated by both algorithms 

distribute identically, which means 
2

game  and 
3

game  

are the same in adversary’s view. 

4
:Game  is the same to 

3
game  except that adversary 

A  is not permitted to make a key query 
*

ID

���

, which is 

a prefix of previous key query ( )2modID p
���

. 

Claim 3: If there is a probabilistic polynomial 

algorithm A  such that 
3 4

( ) ( )Adv game Adv game− =
A A

ε , 

there must be a probabilistic polynomial algorithm 

B  breaking Assumption 1 with advantage 

( 1)
3

Adv Assumption ≥
B

ε

. 

Proof. Suppose that there is a probabilistic polynomial 

algorithm A , such that 
3 4

( ) ( )Adv game Adv game−

A A
 

= ε , which means A  would make a key query 
*

ID

���

 

that is a prefix of previous key query ( )2modID p
���

 

with probability ε . Thus there must exist a query *

i
ID  

( )mod ,
i

ID N≠  but *

2
| ( ).

i i
p ID ID−  Let *gcd(( ), ),

i i
a ID ID N= −  

thus 
1 2 2 3 2 4 1 2 3 1 2 4 2 3 4

{ , , , , , }a p p p p p p p p p p p p p p p∈ . 

Let /b N a= , thus the situation can be divided into 

three cases, and each occurs with probability at least 
3

ε

. 

‧ 
1
|p b  

‧ 
1 4
| , |p b p b/  

‧ 
1 4 3
| , | , |p b p b p b/ /  

Taking case 1 as an instance, we can thus run 

algorithm B  to break Assumption 1. B  gets the set 

1 3 4 1 2 2 3
( , , , , , , , , )

T
D N e A A A B A B B= G G  and ,R  and 

runs the Setup  algorithm with 
1 1 3 3

, ,g A g A= =  

4 4
,g A=  to get MSK  and Params . Then B  runs A , 

and replies to A ’s key queries according MSK . 

Finally, B  computes *gcd(( ), )
i i

a ID ID N= − . If 

1 2 2 3
( , ) 1,a

e B A B B =  then B  tests whether 
1 2

( , ) 1b
e B A R = . 

If the equation is satisfied, B  would declare that 

1 2
p p

R∈G , else 
1 2 3
p p p

R∈G . This method is also 

applicable to case 2 and case 3 with little modification 

that 
1
g  and 

4
g  are exchanged in Params  for case 2, 

or 
1
g  and 

3
g  are exchanged in Params  for case 3. 

5, :iGame  is the same to 
4

game  except that for i  from 

0 to q , the ciphertext sent to A  is semi-functional 

ciphertext and the first i  private keys are semi-

functional keys [19]. 

‧ Semi-functional Ciphertext: We define 1,0C =  

11

2 1,0 1,1 2 1,1 1,2 1,2, ,
c

x xx

g C C g C C C′ ′ ′= =  are semi-functional 

ciphertext in which we randomly choose 

1
,

c R N
x x ∈ �  and 

2
g  is a generator of group 

2
p

G , 

and C′  is ciphertext encrypted by original 
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encryption algorithm. 

‧ Semi-functional Key: For randomly chosen 

1 2 3, 1 4, 1, , , ,j j k R Nz z z z z
+ +

∈ �  for j  from 1 to � , and 

private keys generated by original key generation 

algorithm, we define semi-functional key as follows: 

 11

1,0 2 1,0 1,1 2 1,1, ,
k

z zz

S g S S g S′ ′= =  

 1 3, 1 1 3,

1, 1 2 1, 1 1, 2 1,, , ,

j lz z z z

j j l lS g S S g S+

+ +
′ ′= … =  

 1 21 2

2,0 2 2,0 2,1 2 2,1, ,
k

z z zz z

S g S S g S′ ′= =  

 1 2 4, 1 1 2 4,

2, 1 2 2, 1 2, 2 2,, ,

j lz z z z z z

j j l lS g S S g S+

+ +
′ ′= … =  

Using these semi-functional definition, the decryption 

will also valid if 
c k
x z= . 

Claim 4: If there is a probabilistic polynomial 

algorithm A  such that 4 5,0( ) ( )Adv game Adv game−

A A
 

= ε , there must be a probabilistic polynomial 

algorithm B  breaking Assumption 1 with advantage 

( 1)Adv Assumption ≥
B

ε . 

Proof. B  gets the set 
1 3 4

( , , , , , ,
T

D N e A A A= G G , 

1 2 2 3
, )B A B B  and R . B  picks random , ,a bα , 

1
, , ,

l R N
c c… ∈ �  and runs the Setup  algorithm with 

1 1 3 4 4 3 4 4 1 1 1
, , , , ,

jca b
jg A g A g A u g u g v g= = = = = =  for 

j  from 1 to �  to get MSK  and Params . B  runs A  

and reply to all key queries from A . Finally, A  sends 

two pairs to B  
0 0

( , )M ID  and 
1 1

( , )M ID , and B  

randomly chooses {0,1}
R

β ∈ , and encrypts the message 

by computing ,1 1 ,

1,0 1,1, ,

j jID c ID c b
C R C R

β β+…+ +

= =  1,2C  

1
( , ) .M e R g

α
β=  Thus we can see that if 

1 2 3
p p p

R∈G , R  

can be denoted by 31 2

1 2 3

rr rg g g  and 
1

C  is a semi-

functional ciphertext. Otherwise, if 
1 3
p p

R∈G , R  can 

be denoted by 31

1 3

rr

g g  and 
1

C  is a normal ciphertext. 

Claim 5: If there is a probabilistic polynomial 

algorithm A , such that the advantage A  wins the 

game 5, 1( )
i

Adv game
−

−
A

 5,( )
i

Adv game =
A

ε , there 

must be a probabilistic polynomial algorithm B  

breaking Assumption 1 with advantage 

( 1)Adv Assumption ≥
B

ε . 

Proof. B  gets the set 
1 3 4 1 2 2 3

( , , , , , , , , )
T

D N e A A A BA BB= GG  

and R . B  picks random 
1

, , , , ,
l

a b c cα …  
R N

∈ � , and 

runs the Setup  algorithm with 
1 1 3 3

, ,g A g A= =  

4 4 4 4
, ,

a

g A u g= =  
1 1 1

,

jcb
ju g v g= =  for j  from 1 to � , 

to get MSK  and Params . B  runs A  and reply to all 

key queries from A . For k -th key query, if k i> , 

private key is generated by original algorithm. 

Otherwise, if k i< , B  generates semi-functional key 

and gives it to A . This semi-functional key is 

generated by following method: For {1,2}n∈ , B  

picks random 2 ,2, , , , ,
n n
r f z ω ω  , 1 ,, ,n j n l R Nω ω

+
… ∈ Z , 

and sets 
1 1 2

1, 1, 0z x x= = = .  

 ,0 1 2 3( ) ,k
r z

n n
S g B B f=  

 ,,1 ,2

,1 1 2 3 1 3( ) ( ) ,k jk nn
IDID r

n jS g B B v v g
ωα ω

= …  

 , 1 ,

,2 1 2 3 , 2 3( ) , , ( )n j n ln nr r
n j n l lS v B B S v B B

ω ω
+

+
= … =  

If ,k i=  for {1,2},n∈  B  sets 1 ,1 , .k k j k jz c ID c ID b= +…+ +  

B  randomly chooses 2 ,2, ,
n

r ω′  , 1 ,, ,n j n l R Nω ω
+
… ∈ � , and 

computing private key in following method: 

 

1,2

1 1, 1 1,

2,222

2 1 2, 1 2,2

1,0 1,1 1 3

1, 1 3 1, 3

2,0 2,1 3

2, 1 3 2, 3

, ,

, , ,

, ,

, ,

k

j j ll

k

j j ll

z

c c
j l

r zr

r c r c
j l

S R S g R g

S R g S R g

S R S R g

S R g S R g

ωα

ω ω

ω

ω ω

+ +

+ +

+

′′

′ ′

+

= =

= … =

= =

= … =

 

Thus we can see that if 
1 2 3
p p p

R∈G , R  can be 

denoted by 31 2

1 2 3

rr r

g g g  and the key is a semi-functional 

key. Otherwise, if 
1 3
p p

R∈G , R  can be denoted by 

31

1 3

rr

g g  and ,0 ,, ,
n n l

S S…  is a normal private key. 

Finally, A  sends 
0 0

( , )M ID  and 
1 1

( , )M ID  to B . 

And B  randomly chooses {0,1}
R

β ∈  and ,
R N

z z′∈ � , 

and encrypts the message by computing 

 

,1 1 ,

1,0 1 2 4 1,1 1 2

1,2 1 2 1

, ( ) ,

( , )

j jID c ID c bz
C B A g C B A

C M e B A g

β β

α
β

+…+ +′
= =

=

 

Since there is no 
*

ID

���

 that is a prefix of the ID
���

 above, 

thus ( ),1 1 , 2modc j jz ID c ID c b pβ β= +…+ +  and 
k
z  

is independent and distributed uniformly. Then if B  

tests whether t -th key is semi-functional key with the 

help of semi-functional ciphertext, we will get 
c k
z z= , 

and decrypt the ciphertext. Therefore, if A  wins the 

5, 1i
game

−

, B  will break Assumption 1 that 
1 3
p p

R∈G . 

Otherwise, if A  wins the 5,igame , B  will break 

Assumption 1 that 
1 2 3
p p p

R∈G . 

6
:Game  is the same to 5,qGame  except that the 

ciphertext 1,2C  is generated at random in 
T

G . 

Claim 6: If there is a probabilistic polynomial 

algorithm A  such that 5, 6( ) ( )
q

Adv game Adv game−

A A
= ε , 

there must be a probabilistic polynomial algorithm 

B  breaking Assumption 2 with advantage 

( 2)Adv Assumption ≥
B

ε . 

Proof. B  gets the set 
1 2 3 4

( , , , , , , ,
T

D N e A A A A= G G , 

1 2 1 2 2 2
, , , )s r r

A D A B A D
α  and .R  B  picks random 

1
, , , , , ,

l R N
a b c cα … ∈ �  and runs the Setup  algorithm 
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with 
1 1 3 3 4 4 4 4 1 1 1

, , , , ,

jca b
jg A g A g A u g u g v g= = = = = =  

for j  from 1 to l , to get MSK  and Params , in which 

1 1 1 2 1
( , ) ( , )e g g e A A g

α α

= . 

To reply to A ’s key query, B  generates semi-

functional key and gives it to A . This semi-functional 

key is generated by following method: 

For {1,2}n∈ , B  picks random ,1 ,2, , , , ,
n n n
r z z ω ω′  

, 1 , , 1 ,, ,, , , ,n j n l n j n l R Nz zω ω
+ +
… … ∈ Z  and sets  

 
1 2 1 1 2 2 2 1 2 2 2

, , ,

z z r r rz

V A V A D A V V V D A
α ′ ′

′ ′= = = = . 

 

,1 ,21

, 1 , 1 , ,

( )

,0 1 3 ,1 1 1 3

, 1 1 2 3 , 2 3

, ( )

, ,

jn nn n

n j n j n l n ln n

IDr rID
n n n n j

z zr r
n j j n l l

S g V g S V v v u g

S v A g S v A g

ω ω

ω ω
+ +

+ +

′= = …

= … =

 

Finally, A  sends 
0 0

( , )M ID  and 
1 1

( , )M ID to B . 

And B  randomly chooses {0,1}
R

β ∈  and ,,
R N

z z′∈ �  

and encrypts the message by computing  

,1 1 ,

1,0 1 2 4 1,1 1 2 1,2, ( ) ,j jID c ID c bs z s
C A B g C A B C M Rβ β

β

+…+ +′
= = =  

Thus we can see that if B  declares the truth that 

1 1
( , ) s

R e A A
α

= , A  would win the game to declare that 

the 1,2C  is a semi-functional ciphertext for message 

M β . Otherwise, if B  declares the truth that R  is a 

random element of 
T

G , A  would win the game to 

declare that the 1,2C  is a semi-functional ciphertext for 

a random message. 

7
:Game  is the same to 

6
Game  except that the 

ciphertext 1,1C  is generated at random in 
1 2 4
p p p

G . 

Claim 7: If there is a probabilistic polynomial 

algorithm A  such that 
6 7

( ) ( )Adv game Adv game−

A A
 

= ε , there must be a probabilistic polynomial 

algorithm B  breaking Assumption 3 with advantage 

( 3)Adv Assumption ≥
B

ε . 

Proof. B  gets the set 
1 2 3 4

( , , , , , , ,
T

D N e A A A A= G G , 

1 1 24 1 1 4 1 2 1 2 1 24
, , , , , , )s r r r s

D D A D B F B J A B A B
′ ′ ′

 and R . B  

picks random 
1

, , ,
l R N

c cα … ∈ � , and runs the Setup  

algorithm with 
1 1 3 3 4 4 1 4

, , , ,g A g A g A U B F= = = =  

1

jc

jv D=  for j  from 1 to � , to get MSK  and Params . 

To reply to A ’s key query, B  generates semi-

functional key and gives it to A . This semi-functional 

key is generated by following method: For {1,2}n∈ , 

B  picks random , 1 , ,1 ,2 , 1, , , , , , , ,n n j n l n n n jr z z ω ω ω
+ +

′ … …  

,

,
n l R N

ω ∈ Z  and sets 
1 1 2

, 1V g V
α

= = . 

 ,1

,0 1 2 3( ) ,nn
rr

n
S A B g

ω′′

=  

 1 1 ,2

,1 1 1 2 3(( ) ( ))j j nn
c ID c ID rr r

n n
S V D B J g

ω+…+ ′′ ′
=  

 1 , 1 , 1

, 1 1 2 3( ) n j n j n jr c zr

n jS D g g
ω

+ + +
′′

+
=  

 ……  

 , ,

, 1 2 3( ) n l n ln l
zr cr

n l
S D g g

ω′′

=  

Finally, A  sends 
0 0

( , )M ID  and 
1 1

( , )M ID to B . 

And B  randomly chooses {0,1}
R

β ∈  and ,,
R N

z z′∈ �  

and encrypts the message by computing 1,0C =  

1 1

1 24 1,1 1 24 1,2, ( ) ,j jc ID c IDs s

R T
A B C R D A C

+…+

= ∈ G . 

Thus we can see that if B  declares the truth that 

1 24

s

R B D= , A  would win the game to declare that the 

1,1C  is a semi-functional ciphertext for identity vector 

IDβ . Otherwise, if B  declares the truth that R  is a 

random element of 
1 2 4
p p p

G , A  would win the game to 

declare that the 1,0C  and 1,1C  are semi-functional 

ciphertext at random in 
1 2 4
p p p

G . 

Claim 8: If Assumption 1, Assumption 2 and 

Assumption 3 hold, the HIBGE scheme is semantic 

security and anonymous. 

Proof. From claim 1 to claim 7 we can see that, it’s 

indistinguishable between jgame  and 
1jgame

+
, for j  

from 1 to 6. Therefore, the real game is 

indistinguishable with 
7

Game . Since in 
7

Game , all 

ciphertext are generated at random, adversary A  has 

no advantage in winning the game. Thus in the real 

game, for all polynomial time adversary A , the 

advantage that A  wins the game satisfies: 

 
1

| [ ] |
2

Adv Pr c c′= = − ≤
A

ε  

5.4 Traceability of HIBGE Scheme 

Adversary A  and challenger B  run the traceability 

game defined in section 3. To win the game, A  

encrypts 
1

C  part with public key ID
���

, and encrypts 
2

C  

part with public key ID
′

���

. The proof is accepted if and 

only if  

 1 1

1 1
( ) ( )l l

IDIDID ID

l l
s v v s v vω… + …   

 ( )1 1

1 1
( ) ( ) modl l

IDIDID ID

l l
s v v s v v Nω

′ ′
′′

= … + …   

Thus the random ω  can satisfy this equation with 

negligible probability. Therefore, the HIBGE scheme 

is traceability. 

6 Performance Analysis 

6.1 Theoretical Analysis 

We analyze the efficiency of the proposed scheme in 

this section. As shown in Table 2, for composite-order 

groups 
N

G  where 
1 2 3 4

N p p p p= , we denote 
N

�  as 
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the binary length of elements in group 
N

G , j  as the 

length of the recipient’s identity vector, 
e

τ  as one 

exponent operation time, 
m

τ  as one multiplication 

operation, 
p

τ  as one pairing operation time, and 
h

τ  as 

one hash operation time. It can be seen that the length 

and the time expended is linearly with the max level of 

this scheme. Though the verification time is much 

longer than the others, it is just occasionally executed 

by the group manager. 

Table 2. Theoretical performance 

( , )N � -HIBGE  

Order 
1 2 3 4

N p p p p=  

Params  Size (2 5)
N

+� �  

GPK  Size ( 6)
N

+� �  

USK  Size 2( 2)
N

j− +� �  

USKeyGen Time (3 5 ) (3 4 )
m e

j jτ τ+ − + + −� �  

Encryption Time (2 5) (2 10)
m e h

τ τ τ+ + + +� �  

Decryption Time 2 2
p m

τ τ+  

Verification Time (11 25) (7 36) 2
m e h

τ τ τ+ + + +� �  

 

6.2 Experimental Analysis 

We implement the proposed HIBGE scheme with 

Java Pairing-Based Cryptography Library (JPBC) [30] 

to evaluate its performance. The experiment is run on 

3.7GHz Inter Xeon E5-1620 v2 platform with 16GB 

RAM running 64-bit Windows 10 Professional 

operation system. The elliptic curve is Type A1 with 
2 3

y x x= +  for Tate symmetric pairings. The order of 

the group is 
1 2 3 4

3mod4N p p p p= =  and the primes 

are 512-bit large randomly picked by the system. We 

run the scheme for 20 rounds and calculate the average 

execution time it takes. 

As shown in Figure 2, we test the time consumptions 

required for setup and group setup, and both the time 

consumptions are under 10s, which is executed only 

once at the beginning of the system. We test the time 

consumptions required for secret key generation with 

the recipient’s level ranging from 1 to 10, and for 

secret key delegation with the recipient's level ranging 

from 2 to 10, and both the time consumptions are 

decreasing with the recipient's level, because the length 

of the secret key is decreasing with the recipient's level. 

Then we test the time consumptions required for 

encryption and decryption with the recipient's level 

ranging from 1 to 10, and the time consumption of 

decryption is only about 600ms, which means that it 

does not require any high performance devices of 

recipients. Finally, we test the time consumptions 

required for tracing with the recipient's maximal level 

ranging from 1 to 10, which is executed only when 

disputes occurring, and for verification with the 

recipient's level ranging from 1 to 10, which is 

executed only occasionally. 

 

Recipient’s Level 

Figure 2. Experimental performance 
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Above all, the time consumptions of algorithms that 

executed by third parties are high, while the time 

consumptions of decryption that executed by recipients 

are relatively low. Thus our proposed scheme is 

suitable for actual deployment with high performance 

requirement of third parties. 

7 Conclusion 

In this paper, we proposed a new primitive, referred 

to as Hierarchical Identity-Based Group Encryption. 

This cryptosystem allows anonymous and traceable 

group communication and reduces the demand of 

bandwidth and computing burden of a single PKG. We 

defined the security model for HIBGE and we 

constructed a concrete HIBGE scheme according to 

this and we proved this scheme is semantic secure and 

anonymous, and it leaks no information in verifying 

procedure other than validity. Besides, this scheme is 

traceable if needed. HIBGE scheme is applicable to 

many existing application scenarios, and an application 

of this scheme has been published in [31] to achieve 

secure and anonymous data transmission in the space 

information network. 
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