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Abstract 

State-of-the-art intrusion detection schemes employ 

machine learning techniques to identify unknown attacks 

with the network traffic data features. However, due to 

the lack of enough training set, the difficulty of 

quantitatively and adaptively selecting features, the 

existing schemes cannot detect unknown attacks 

effectively. To address this issue, this paper first proposes 

an improved k-means driven semi-supervised learning 

algorithm to enlarge the training set accurately with a 

small amount of labelled dataset for the detection model. 

Furthermore, information gain ratio aware random forest 

is utilized to determine the impact of different features 

and their weight voting for determination of unknown 

attacks, which can not only retain the information of 

features at utmost, but also adjust the weights of different 

features adaptively against dynamic attacks. Extensive 

experiments indicate that this scheme can detect unknown 

attacks effectively with more than 91% accuracy and less 

than 5% false negative rate over three real-world datasets. 

Compared with existing schemes, the accuracy is 

increased by at least 15.85%, while the false negative rate 

is decreased by more than 51.98%. 

Keywords: Unknown attack detection, Feature selection, 

Semi-supervised, Information gain ratio 

1 Introduction 

With the rapid development of network-based 

computer services and applications, the security 

problems have become increasingly prominent.  

The host/network security, especially in Internet of 

things or industrial networks, becomes difficult to 

achieve. The Intrusion Detection System (IDS) has 

been widely used to monitor and analyze host or 

network events, and it can be used to identify the 

deviations from normal host/network behaviors. The 

existing IDS can be divided into two categories: 

misuse-based IDS and anomaly-based IDS [1]. The 

misuse-based IDS can detect known attacks effectively, 

such as Snort [2], which is the most famous open 

source system. This type of IDS has a low false alarm 

rate for detecting the known attacks, but it cannot 

identify new or unknown attacks. The anomaly-based 

IDS identify the intrusion behavior by building a 

model of normal host/network behavior and then the 

behavior with any significant deviation from the model 

is identified as an intrusion. This type of IDS can 

detect new or unknown attacks, but with high false 

positive and false negative rates. In order to detect 

unknown attacks effectively, machine learning 

algorithms have been vastly adopted in the literature. 

In particular, the network traffic features of the target 

network are selected using different feature selection 

methods and the attacks are detected by the supervised 

learning algorithm [3-14]. Existing anomaly-based 

IDSs using machine learning algorithms will select a 

subset of features to train a model which is further 

utilized to identify unknown attacks. However, they 

still face following three challenges. 

The large scale training set is difficult to obtain. 

They are often artificially generated by some experts 

(i.e., to decide whether an instance of data is an 

unknown attack or not). However, existing anomaly-

based IDS methods, which utilize machine learning, all 

rely upon a large amount of labelled training data. Lack 

of training samples inevitably limits the accuracy of 

detection task. 

The appropriate traffic features for a given 

unknown attack are difficult to select quantitatively. 

However, existing attack detection methods use 

heuristic algorithms to search for a fixed subset of 

features according to some qualitative study, while 

ignoring some features which may affect the 

determination result significantly, leading to an inferior 

detection ability. 

The important network traffic features of unknown 

attacks are difficult to select adaptively. The 

important features of network traffic for determination 

of various attacks are also different.  

To address above problems, we propose an unknown 

attack detection scheme that utilizes semi-supervised 

learning technique and information gain ratio. Our 
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main contributions are summarized as follows. 

‧ An improved k-means driven semi-supervised 

learning algorithm is proposed, with which the large 

amount of unlabeled data samples are labelled 

accurately. As a result, a large scale training set is 

obtained to improve the detection performance for 

unknown attacks. 

‧ An information gain ratio aware random forest 

model is presented, which is utilized to determine 

the important features and their weights voting for 

determination of various unknown attacks 

quantitatively and adaptively. 

‧ Extensive experiments indicate that our scheme can 

detect unknown attacks effectively with more than 

91% accuracy and less than 5% false negative rate 

over three real-world datasets. Compared with 

existing schemes, the accuracy (Acc) is increased by 

at least 15.85%, while the false negative rate(FNR) 

is decreased by more than 51.98%. 

The remainder of this paper is organized as follows. 

The related work is discussed in Section 2 and the 

scheme is presented in detail within Section 3. In 

Section 4, we conduct series of empirical studies over 

three real-world datasets. Finally, this work is 

concluded in Section 5. 

2 Related Work 

The non-machine-learning-based scheme, such as 

verifiable computation-based [15-17], cloud computing-

based [18-21] scheme have become more popular for 

known attacks detection. Unfortunately, they are 

incapable of dealing with big data or detecting 

unknown attacks. 

To deal with big data and unknown attacks, the 

machine learning algorithms are utilized to detect 

intrusion. The network traffic anomaly or host 

malicious behavior is utilized for attacks detection. 

Ashfaq et al. [9] proposed an novel fuzziness based 

semi-supervised learning approach by utilizing 

unlabeled samples assisted with a supervised learning 

algorithm to improve the classifier’s performance for 

the IDSs. The experimental results show that unlabeled 

samples belonging to low and high fuzziness groups 

make major contributions to improve the classifier’s 

performance compared to existing classifiers. Al-

Yaseen et al. [10] designed a model that deals with real 

intrusion detection problems in data analysis, and 

classify network data into normal and abnormal 

behaviors. They proposed a multi-level hybrid 

intrusion detection model that used support vector 

machine and extreme learning machine to improve the 

efficiency of detecting attacks. Viegas et al. [11] 

proposed and evaluated three new approaches to 

improve the energy efficiency of network security 

algorithms and applications. They presented detailed 

energy consumption measurements for all algorithms, 

in the aspects of both software and hardware. The new 

feature extractor consumes only 22% of the energy 

used by a commercial tool. Zhu et al. [12] proposed a 

scheme for the manyobjective problems in IDS, which 

used a special domination method and a predefined 

multiple targeted search for population evolution. It 

can differentiate traffic not only between normal and 

abnormal but also by abnormal type with both higher 

classification accuracy and lower computational 

complexity. Yan et al. [13] presented a novel system 

PeerClean that detected P2P botnets in real time using 

only high-level features extracted from C&C network 

traffic. To increase the detection probability, they 

further proposed to train the model with average group 

behavior, where the extreme group behaviors are 

explored for the detection. They reported high 

detection rates with few false positives. Jaswal et al. 

[22] proposed a hybrid machine learning algorithm 

following with rule generation algorithm to detect the 

intrusion in the network logs by training KDD dataset. 

Training and testing KDD data set provides the way of 

analyzing the actual behaviors and predicted behaviors 

of the network logs. 

These researches rely on sufficient training set, such 

as the popular datasets KDD99 and NSL-KDD. When 

these schemes are directly used in the actual network, 

the detect model cannot be fully trained with the 

limited scale of accurate and labelled data samples, 

thereby unknown attacks cannot be identified 

effectively. Meanwhile, the important features of 

network traffic can be only selected through the expert 

knowledge qualitatively. The information contained in 

unselected features is completely ignored, which leads 

to the loss of effective features and the inferior ability 

for detecting unknown attacks.  

3 Our Proposed Scheme 

In this section, we present a variation of Random 

Forest, where trees are built according to information 

gain ratio and final labels are generated by weighted 

voting. In the following, we shall introduce both 

methods in sequence. The notations that will be used in 

the following discussion are summarized in Table 1.  

3.1 Inferring the Labels of Unlabeled 

Training Samples via Semi-Supervised 

Learning 

Due to the large amount of historical data in network 

traffic, it is difficult to label them purely using expert 

knowledge artificially, which prevents the detection 

model from performing accurately for unknown attack 

detection [23]. To address this issue, semi-supervised 

learning can be employed by using a small amount of 

prior knowledge to assist unsupervised learning [23-

24]. In order to ensure that the historical data can be 

labelled accurately, an improved k-means driven semi-
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supervised learning method is proposed in this paper. 

Given a group of training samples (i.e., D0= {N1,..., 

NI}), which consist of a small number of labelled 

samples (i.e., normal ones L0 ⊂  D0 and abnormal ones 

L1 ⊂  D0) and a large number of unlabeled ones, the 

learning method (shown in Figure 1) can be described 

as follows. It is formally shown in Algorithm 1. 

Table 1. Summary of notations 

Symbol Instruction 

Ni All pairs of samples 

cj The cluster centers 

d(Ni, cj) The Euclidean distance between Ni and cj 

Nj, i The samples in cluster ci 

n The number of updates 

I′ The number of samples in cluster cj 

J The accumulated distance 

c(Ni) The centroid of the assigned cluster for data 

sample Ni 

Ci The final cluster 

l(Ci) The assigned label for all samples in Ci 

Sq The subset of data set D by using Bootstrap 

algorithm 
( ) ( )a a

v v-
S /S

+
 
The set of samples whose values on attribute a 

are greater (resp., ≤) than v 

a The feature of data Ni 

v The value of feature a 

vOPT(a) The corresponding split value 

Tq A decision tree 

 

Figure 1. Inferring the labels of unlabeled training 

samples 

Algorithm 1. Training samples labelling algorithm 

Input: A large amount of historical data 

Output: A training set D 

1.  for the normal labelled samples do 

2.      randomly select one sample as the initial cluster 

center 

3.  end for 

4.  for the abnormal labelled samples do 

5.      randomly select one sample as the initial cluster 

center 

6.  end for 

7.  for each Ni do 

8.      calculate d(Ni, cj) 

9.  end for 

10.  for each unlabeled samples do 

11.      assign it to the nearest cluster 

12.  end for 

13.  update the 
( ) ( )

,

1
n n

I

j i

i

j j

N

c , c
I

′

=

=

′

∑
 

14.  repeat 

15.      step 7 to 10 

16.      calculate 
1

( , ( ))
I

i i

i

J , J d N c N
=

=∑  

17.  until J over each data sample and its assigned 

cluster 

center reaches the minimum 

18.  calculate the 
| |

( | ) ( | )
j i

i j i j

j

L C
p C L , p C L

L

∩

=  

(j=0, 1  

and i=1, 2) 

19.  label all samples in Ci, l(Ci) = argmaxi{p(Ci|Lj)} 

(j = 0, 1) 

20.  return D 

 

For example, I = 20 and I’ = 15 in cluster 1 of 

training set D0 as shown in Figure 1, where L0={N1, 

N2}, L1={N3, N4, N5} and D0={N1, …, N20}. When our 

scheme ends (i.e. after step 4) with the minimal J, we 

finally get C1={N1, N2, N6, … , N17, N19} and 

C2={N3, …, N5, N18, N20}. Then we have to identify 

whether C1 (resp. C2) is the normal class. This is done 

by measuring the posterior probability of p(Ci|Lj). 

Obviously, for C1, p(C1|L0) = 1 and p(C1|L1) = 0, then 

C1 is probably normal class according to step 5. 

3.2 Information Gain Ratio Aware Random 

Forest 

Intuitively, more information that a feature can bring 

to a classification model, more important the feature is. 

The presence of a feature in the model will necessarily 

lead to a change in the amount of information, which 

can be measured by information gain [25]. To select a 

more representative feature in the learning model, we 

adopt information gain ratio in this scheme for 

measuring the capability of candidate features to 

distinguish the class in the training data. Then we 

present a variation of random forest algorithm by 

embedding information gain ratio in feature selection 

for each independent tree. Formally, the concept of 

information gain and information gain ratio are 

illustrated as follows. 

Definition 1: [Information Gain] Given a dataset S 

={N1, ..., NI} consisting of positive samples S+ and 

negative ones S−, where Ni= {Ni1, ..., Nim} (m denotes 

the number of features), let H(S) and H(S|a) be the 

entropy of S and conditional entropy of S over attribute 

a, respectively, then the Information Gain of S over 

attribute a can be acquired by: 

 G(S, a) = H(S) − H(S|a). (1) 
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In particular, entropy and conditional entropy can be 

computed as follows. 

 
2 2

| | | | | | | |
( ) log log

| | | | | | | |

S S S S
H S

S S S S

+ + − −

= −  (2) 

 

( ) ( )

( ) ( )| | | |
( | ) ( ) ( )

| | | |

a a

a a

v v

v v

S S
H S a H S H S

S S

+ −

+ −
= +  (3) 

Definition 2: [Split Information] Split Information is 

used to measure the potential information generated by 

dividing a dataset S into k sub-ones. It is computed as  

 
2

1

| | | |
( ) log

| | | |

k

i i

i

S S
I S

S S
=

= −∑  (4) 

In our problem setting, there are only two classes. 

Therefore, the split information for S that are divided 

according to attribute a can be computed as 

 

( ) ( ) ( ) ( )

2 2

| | | | | | | |
( , ) log log

| | | | | | | |

a a a a

v v v v
S S S S

I S a
S S S S

+ + − −

= −  (5) 

Definition 3: [Information Gain Ratio] Information 

Gain Ratio is defined as the ratio between Information 

Gain and Split Information, that is IGR(S, a) = G(S, 

a)/I(S, a). 

The concrete process is shown in Figure 2. The 

training set D is generated in the previous section 

contains ℓ different data samples {N1, N2, ..., Nℓ}. The 

Bootstrap resampling algorithm [26] is used to extract 

a data sample I times from the set D to obtain a sub-

training set S. This step is repeated q times to obtain 

the q sub-training set {S1, S2, ..., Sq}, which can be used 

to generate q different decision trees to build a random 

forest. Among them, the steps that generate each 

decision tree Ti for i = 1, ..., q are as shown in 

Algorithm 2. 

 

Figure 2. Traffic features extraction based on 

Information Gain Ratio 

 

 

Algorithm 2. Tq constructing algorithm 

Input: A feature-valued dataset Sq 

Output: A decision tree Tq 

1.  for each rest feature a do 

2.      rank all samples according to their values such 

that v1< 

… < vℓ 

3.  end for 

4.  Sq is divided into two sub-sets 

5.  for each of the ℓ − 1 split points do 

6.      calculate the IGR(S, a) 

7.      find the largest IGR(S, a), vOPT(a) 

8.  end for 

9.  select feature a with the largest IGR (S, a) as the 

root of 

current tree 

10. split the current partition of datasets into two parts 

ac- 

cording to value vOPT(a) 

11.    remove a from the feature set 

12.  repeat 

13.      step 1 to 11 

14.  until there are no feature left or each partition is 

homo- 

geneous (i.e., contain samples of only one class) 

15.  return Tq 

 

The above process is illustrated in Figure 3. Firstly, 

a data set Sq is randomly selected from the training set 

by using the Bootstrap resampling algorithm. The 

information gain ratio of 18 features in the Sq is 

calculated. For each specific feature, we select the 

optimal split value according to step 2) in the above, 

and let the corresponding information gain ratio at the 

split value be the (best) information gain ratio for 

current feature. Assume that the feature with maximum 

information gain ratio is Measurement with split value 

at 0.397, and then it is utilized to divide data set Sq into 

two parts such that the information gain ratio is 

maximized. Assume that the samples in Sq is classified 

as abnormal while Measurement≤ 0.397, and the 

features are further extracted while Measurement> 

0.397. When Measurement> 0.397, Command_address 

is selected as the second feature with the highest 

information gain ratio, which with the best split value 

as 0.018, in the rest features. Afterwards, the above 

steps are recursively performed until all features have 

been used or each leaf node is homogeneous, i.e., 

contains samples of only one class.  

 

Figure 3. An example of the generation of a single 

decision tree 
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In the above method, the feature selection is carried 

based on information gain ratio rather than information 

gain. The reason is that, there is an intrinsic bias in 

information gain, which prefers the feature with high 

cardinality [27], i.e., when a feature has a large number 

of different values (e.g., Command_memory). The split 

information shown in Definition 2 for a feature refers 

to the entropy of the corresponding attribute expressed 

in the particular training set, e.g., Sq. It is, in fact, a 

kind of normalization of information gain such that the 

gain ratio can be fairly compared among features with 

different cardinalities. When the information gain is 

fixed, the importance of the feature will decrease with 

the increase in the corresponding split information. 

3.3 Attack Detection Based on Information 

Gain Using Weighted Majority Algorithm 

(WMA) 

As shown in Figure 4, the Weighted Majority 

Algorithm (WMA) is introduced to assign an 

independent weight to each particular decision tree Ti. 

The data gain G(D, Si), which is described by the 

following equation, is used to measure the weight of 

each decision tree Ti on the final test result. 

 

Figure 4. Attack detection based on Information Gain 

Ratio using WMA 

 Gain(D, Si) = H(D) − H(Si) (6) 

For each test sample x, each decision tree will output 

the inferred class label for it, i.e., normal or abnormal, 

which are denoted by 1 or −1. Then we obtain q 

classification results (y1(x), y2(x), ..., yq(x)), where yi(x) 

∈  {1,−1}. Afterwards, the final class label for x, 

namely y(x), can be inferred using the following 

equation, where sgn is the symbol function, i.e., when 

1

( , ) ( ) 0,
q

i i

i

Gain D S y x
=

⋅ ≥∑  y(x) = 1; when 
1

( , )
q

i

i

Gain D S

=

⋅∑  

) 0(
i
y x < , y(x) = −1.  

 
1

( ) sgn( ( , ) ( ))
q

i i

i

y x Gain D S y x
=

= ⋅∑  (7) 

4 Evaluation 

4.1 Experiment Setup 

An empirical study is conducted over three real-

world datasets. Gas and Water are provided by Center 

of Critical Infrastructure Protection at the Mississippi 

State University. Both of them are released in 2014 and 

have been vastly adopted in IDS studies. Both contain 

data of industrial control systems: a gas pipeline and a 

water storage. The number of samples in Gas and 

Water are 97019 and 35774, respectively. Besides, the 

NSL-KDD dataset is also utilized. It is currently the 

most popular benchmark data for unknown attack 

detection. The 10-fold cross validation method is used 

to evaluate the learning performances for all the 

schemes, and we report the average performance over 

10 runs for each experiment. 

All the following experiments are performed on a 

PC with 3.3GHz Core 4 Duo CPU, 4GB DDR3-1600 

RAM, and Microsoft Windows 7-64bit operating 

system. All the algorithms are implemented in Python 

2.7. 

4.2 Experiment Results 

Feature selection performance. We compare it with a 

group of baselines as follows. Firstly, all the 18 

common features (as shown in Figure 5) are utilized 

which appear in both Gas and Water; secondly, we 

manually select the unique features for training; thirdly, 

the dataset is preprocessed by using Principle 

Component Analysis (PCA). The features extracted 

using these baselines are then fed to a traditional 

Random Forest algorithm. We report the detection 

performances as well as ours within Figure 6. 

 

Figure 5. Network traffic features released in [8] 
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Figure 6. Performance of feature selection 



634 Journal of Internet Technology Volume 20 (2019) No.2 

 

As shown in Figure 6, the performance of our 

scheme is much better than all the other baselines. This 

is mainly because that different feature selection 

methods have lost the original information. The 

training model can only detect a specific attack [28-30]. 

These baselines may either lose a large amount of 

information or contain redundant or noisy data, such 

that they are unable to describe the traffic features. As 

a result, the unknown attacks cannot be effectively 

detected. In comparison, our scheme preserves the 

initial information of the dataset, so that the training 

model can better describe the network traffic features 

and have stronger generalization capability to identify 

different unknown attacks. 

Comparison with other learning models. Secondly, 

this scheme is compared with the standard algorithms: 

Random Forest (RF), k Nearest Neighbor (kNN), 

Support Vector Machine (SVM) and XGBoost. The 

results are shown in Figure 7.  

Accuracy Detection Rate False Alarm False negative rate
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(a) Gas (b) Water 

Figure 7. Comparison with other learning models 

Compared with XGBoost [31], the state-of-the-art 

learning model that has been widely recognized in a 

number of machine learning challenges (e.g., Kaggle 

and KDD Cup), our scheme is superior substantially. 

The FNRs of our scheme are lower than that of 

XGBoost by 56.75% and 91.37%. The results indicate 

that training model used in XGBoost is underfitting 

and cannot extract effective features for testing 

accurately. In comparison, we employ semi-supervised 

learning algorithm such that the number of labelled 

samples in training set are significantly enlarged. The 

reasons are as follows. Firstly, features in our scheme 

are selected based on the information gain ratio, which 

quantitatively finds the most discriminative features to 

construct the learning model. Secondly, more 

information have, more weights in voting.  

Besides, we also perform similar experiments in 

NSL-KDD dataset. The results are summarized in 

Table 2. Notably, our scheme shows excellent 

detection performance for unknown attacks as the Acc 

of our scheme in each dataset is higher than 90%. This 

justifies that our scheme has the ability to detect 

unknown attacks in different networks. 

Table 2. The Detection performance of our scheme 

indifferent datasets 

Data set Acc DR FPR FNR 

NSL-KDD 90.48% 89.01% 2.45% 6.29% 

Gas 92.81% 92.56% 2.72% 4.84% 

Water 91.08% 90.56% 1.18% 1.33% 

 

Coping with the evolution of attacks. In order to 

study the effect of our scheme in the light of the 

evolution of features in unknown attacks, another 

group of experiments are conducted, where Gas and 

Water are manually split into three subsets, 

respectively. Each subset contains the samples within a 

particular period. We then study the importance (i.e., 

Information Gain Ratio) of all features in different time 

periods, respectively. 

As shown in Figure 8 and Figure 9, there are two 

interesting phenomenon. Firstly, the features selected 

in different time periods are slightly different. 

Secondly, for the same feature, the information gain 

ratio in three periods is different. It justifies that, the 

features of the network traffic data for unknown 

attacks keep evolving. Due to the facts, existing works 

cannot deal with such change in practice. In 

comparison, our scheme, which quantitatively and 

automatically finds the most discriminative features, 

can successfully deal with the dynamic change of 

attacks. 
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(a) The first time period (b) The second time period (c) The third time period 

Figure 8. The important features in Gas during different periods (top-10) 
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(a) The first time period (b) The second time period (c) The third time period 

Figure 9. The important features in Water during different periods (top-10) 

The experimental results show that this scheme can 

effectively generate large scale accurate labelled 

training sets by using a small number of labelled 

samples with ground-truth to ensure the effectiveness 

of the model training process, and can accurately 

extract the features of the important network traffic in 

the target network, and guarantee the accuracy of the 

model in the process of adaptive detection of different 

attacks. 

5 Conclusion 

In this paper, we propose a network traffic-based 

scheme for unknown attack detection based on semi-

supervised learning and information gain ratio aware 

random forest. With the help of carefully designed an 

improved k-means driven semi-supervised learning 

algorithm, the training set can be accurately enlarged. 

Besides, to evaluate and select discriminative features 

automatically, an information gain ratio aware random 

forest is presented, where the final decision result is 

produced by WMA. As a result, we can not only 

quantitatively select the most discriminative features 

for unknown attack detection, but also improve the 

detection performance against the evolution of 

dynamic unknown attacks. Extensive experiments over 

three real-world datasets justify that the proposed 

model is both effective and efficient comparing to 

series of baselines.  
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