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Abstract

The rapid development of mobile communication industry has exerted great influence on human life and social development. The uniqueness of mobile communication comes from wireless channels. The wireless channel may have some different feature in different scenarios or regions. It is a hot topic to analyze and extract these characteristics.

The measured wireless channel data for three different scenarios are analyzed in this paper. Firstly, the influence of noise and filter on the measurement signal is analyzed. Secondly, the characteristics of envelope statistics, autocorrelation function, multipath intensity distribution function, Doppler power spectrum and time interval correlation function of wireless channel are studied and the new parameters are defined according to the filter characteristics. The differences of these parameters in different scenes are studied, and the required “fingerprint” features are extracted.

In this paper, SVM is the basic unit of classifier to solve the problem of recognition and clustering of wireless channel scenes. Using the channel “fingerprint” feature extracted from different scenes to train the SVM model, and using bayesian posterior probability as the criterion, the recognition of the scene can be realized accurately. The adjacent segment clustering algorithm based on SVM can classify the channel paragraphs after segmentation.
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1 Introduction

The mobile communication industry has been developing rapidly at an alarming rate. It has become one of the major high-tech industries that drive the development of the global economy. In mobile communication, the wireless channel is the transmission medium of electromagnetic wave propagation between the transmitter and receiver of the wireless communication system [1]. The research on the transmission characteristics of wireless channels and the establishment of an accurate wireless channel communication model are the prerequisites for the study of wireless broadband access and wireless communication system design. The wireless channel model affects the transmission rate and transmission quality of the entire wireless communication system directly [2].

Wireless channel is closely related to surrounding environment, and it has some characteristics in different environments. It is of great importance to the design of wireless devices and the optimization of wireless networks to use the mathematical methods to extract the characteristics of wireless channels. By analogy with human fingerprints, we describe the characteristics of the above wireless channel as wireless channel “fingerprint” [3]. The wireless channel “fingerprint” feature model has extracted the characteristics of wireless channels in different scenes or different regions on the basis of prior models and test data. It is of great significance to study the fingerprint characteristics of wireless channels in real environment.

The characteristics of wireless channel are the basis of wireless transmission technology. Many scholars at home and abroad carry out theoretical research and actual measurement of wireless channels and obtain many scientific achievements [4]. However, the wireless channel communication environment is complex and changeable, and there are still many problems to be solved. Research on the fingerprint characteristics of wireless channels is mainly to study the characteristics of environmental fingerprint, and some characteristics of differentiation [5].

Scene recognition or regional division based on the fingerprint model is significant for optimizing wireless network. We can find out the physical characteristics that reflect the uniqueness of wireless channel, and using it to accurately locate or detect sensitive environment [6].
2 Problem Formulation

In wireless channels, the transmission of electromagnetic waves is affected by the surrounding environment, and the path formed by scattering including reflection and diffraction is not singular [7]. Because the distance of electromagnetic wave propagation is different, the same transmission signals reach the receiving end at different times through each route, namely, there are differences in the time delay between the multiple diameters. In addition, the effects of each path on the same emission signal are different, there are differences between the coefficients of the multipath. As shown in Figure 1.

![Figure 1. The multipath effect diagram of electromagnetic wave propagation](image)

The transmission mechanism can be divided into three kinds: large scale decline, medium scale decline and small scale decline. The large scale propagation mechanism is used to describe the mean of the region. It has the propagation characteristic of the power law, which is that the power of the median signal is inversely proportional to the increase of the distance length [8]. Transmission mechanism of mesoscale describes the shadow fading, it is overlap in the large scale production potter on the median level of the average power of change, when expressed in decibels, this kind of change tends to be normal (gaussian) distribution, it is often referred to as lognormal shadows. And finally, the change in the signal envelope on the small scale is what describes a multipath fading, usually obeying the Rayleigh probability density function and is therefore also called Rayleigh fading. The fading classification of wireless communication channel is shown in Figure 2.

![Figure 2. The channel fading classification diagram of wireless communication](image)

decline of mobile communication is mainly composed of two parts: small scale fading based on multi-path delay expansion and small scale decline based on extension of time delay and doppler extension. The multipath effect allows the channel to generate time dispersion which can be described by the distribution of multi-diameter intensity. The time delay expansion is the time domain representation of time dispersion, and the parameters of the time delay and doppler extension are the average additional delay, the mean square root delay expansion and the coherence bandwidth. The doppler effect enables the time-varying characteristic channel to produce dispersion in frequency, which can be described by doppler power spectral density, and the parameters of frequency dispersion are described with doppler extension and coherence time.

In this paper, the multi-path strength distribution function of wireless channel and the doppler power spectral density function are established by analyzing the data of the measured channel, and the time dispersion parameters and frequency dispersion parameters are extracted. This paper analyzes the differences between different scenes and regional parameters, and uses the clustering algorithm based on SVM to identify the different “fingerprint characteristics”.

3 Problem Solution

3.1 Feature Extraction

Filter and noise impact analysisSub-subsection. $c[k,n]$ stands for the measurement results of wireless channel after noise removal:

$$c[k,n] = \sum_{m=0}^{M-1} h[k-m,n] \cdot g[m] = h[k,n] \ast g[k] \quad (1)$$

$\ast$ means the convolution operation, $g[k]$ means the filter equivalent function, $g[m]$ means the filter coefficient.
The power spectrum density of $c[k,n]$ is

$$\phi_c[\Delta f] = DFT\{h[k,n] * g[k]\} = \phi_g[\Delta f] \phi_c[\Delta f]$$  \hspace{1cm} (2)$$

$\phi_g[\Delta f]$ represents the power spectral density function of $g[m]$. To simplify the analysis, the power spectral density of $g[m]$ only considers a low-pass filter with a bandwidth of 400Hz. As shown in Figure 3, the low-pass band approximation is flat. Therefore, when the channel impact response is filtered by the filter, the frequency interval correlation function only holds the inner part of [-200Hz, 200Hz], and the rest is cut off. We can see from the above analysis, the filter impacts k-dimensional information of channel impulse response, and has no effect on n-dimensional information, but its power spectral density function within the bandwidth amplitude can reflect the multipath information. Therefore, in the following work, we mainly study the properties of filtered $c[k,n]$ , and obtain the characteristic of channel impulse response $h[k,n]$.

**Figure 3.** Filter power spectral density function

In addition, since the assumed noise is complex Gaussian white noise, which effect on the power spectral density of $C[k,n]$ is equivalent to adding a constant term and thus the analysis of multipath channel response has no effect on the characteristics of multipath and Doppler.

**Envelope distribution characteristics analysis.** Firstly, the amplitude characteristics of the measured data are analyzed to make the curve of the amplitude change at different times, as shown in Figure 4, there is no regular changes in amplitude were found [10].

Further, we normalize the amplitude, and divide the [0,1] interval by 100, to calculate the frequency of the amplitude and make the frequency curve of the amplitude, as shown in Figure 5.

**Figure 4.** The amplitude varies from time to time

**Figure 5.** Amplitude curve

As we can see from the figure, the amplitude distribution is close to the Rayleigh distribution, so the maximum likelihood estimation is performed on the Rayleigh distribution parameters of the signal amplitude [11]. The probability density function of Rayleigh distribution is:

$$f(x) = \frac{x}{\sigma^2} \exp\left(-\frac{x^2}{2\sigma^2}\right), \hspace{1cm} x \geq 0 \hspace{1cm} (3)$$

The likelihood function is

$$L(x_1, x_2, \cdots, x_n) = \prod_{i=1}^{n} f(x_i) = \frac{\prod_{i=1}^{n} x_i}{\sigma^2} \exp\left(-\frac{\sum_{i=1}^{n} x_i^2}{2\sigma^2}\right) \hspace{1cm} (4)$$

Taking the logarithm

$$\ln L = \sum_{i=1}^{n} \ln x_i - 2\ln \sigma - \frac{\sum_{i=1}^{n} x_i^2}{2\sigma^2} \hspace{1cm} (5)$$

Seeking partial derivative

$$\frac{\partial \ln L}{\partial \sigma} = -\frac{2}{\sigma} + \frac{\sum_{i=1}^{n} x_i^2}{\sigma^3} \hspace{1cm} (6)$$
Making \( \frac{\partial \ln L}{\partial \sigma} = 0 \), the maximum likelihood of getting \( \sigma \) is estimated to be

\[
\hat{\sigma} = \sqrt{\frac{\sum_{i=1}^{n} x_i^2}{2}}
\]

(7)

The probability density function of the Rayleigh distribution is shown in Figure 6, which is close to the amplitude frequency curve of the measured value.

![Figure 6. Rayleigh distribution probability density curve](image)

The \( \chi^2 \) goodness-of-fit test is used to test the fitting result and verify the measured signal amplitude conforms to the Rayleigh distribution. Supposing \( H_0 \): the distribution of the amplitude is Rayleigh distribution, the sample interval is [100] of [0,1], and the interval number is \( s = 100 \). Supposing that the number of samples in each interval is \( A_i \) and the total number of samples is \( n \), the statistics \( \chi^2 \):

\[
\chi^2 = \sum_{i=1}^{s} \frac{(N_i - np_i)^2}{np_i}
\]

(8)

\( p_i \) is the probability of event A when the measured value \( Z_i \) obeys the assumed distribution:

\[
p_i = \int_{A_i}^{} f(x)dx
\]

(9)

For a given level of significance, the goodness-of-fit test results are:

\[
\chi^2 < \chi^2_{\alpha}(s-r-1), \text{ the event of } H_0 \text{ holds; }
\]

\[
\chi^2 \geq \chi^2_{\alpha}(s-r-1), \text{ the event of } H_0 \text{ does not hold}
\]

The probability of \( P \) is obtained from the maximum likelihood estimation. Therefore, \( r = 1 \). In the case of significance level, the samples extracted from each scene measurement result are calculated and all the results satisfy the Rayleigh distribution. Therefore, all three scenes belong to the flat fading channel and there is no direct path.

**Autocorrelation function.** The autocorrelation function of signal \( c[k, n] \) is

\[
\phi[k_i, k_2; \Delta n] = \frac{1}{2} E[c^*[k_i; n] \cdot c[k_2; n + \Delta n]]
\]

(10)

In most wireless transmission media, the associated channel attenuation and phase shift with path delay \( K \) are irrelevant to the associated channel attenuation and phase shift with path delay \( D \), so it can be assumed that the scattering of different delays is Irrelevant, the above becomes:

\[
\phi[k; \Delta n] = \frac{1}{2} E[c^*[k; n] \cdot c[k; n + \Delta n]]
\]

(11)

The autocorrelation function of the sample in each scene is as shown in the Figure 7:

![Figure 7. Autocorrelation function diagram](image)
It can be seen that there are significant differences in the number and location of peaks in each scene. However, these differences can not be directly obtained, and the channel features need to be further extracted to characterize the characteristics of these differences and the physical meaning.

**Multipath intensity distribution function.** Making $\Delta n = 0$ to Produce multipath intensity distribution function $\phi_n[k] \equiv \phi_n[k;0]

The range of $k$ for which $\phi_n[k]$ is substantially non-zero is called channel multipath expansion named $T_m$.

The multipath intensity distribution function in each scene is shown in Figure 8 (Each scene selects a sample display, and the multi-diameter distribution function of the five samples in the same scene is similar).

$$\phi_n[k] \equiv \phi_n[k;0]$$

The root mean square delay extension $\sigma_\tau$ is expressed as

$$\sigma_\tau = \sqrt{\int_0^\infty (\tau - \bar{\tau})^2 P(\tau) d\tau}$$

The average additional delay $\bar{\tau}$, the root mean square delay expansion $\sigma_\tau$ and the multi-path expansion $T_m$ are shown in the table.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>1.5531</td>
<td>1.5651</td>
<td>1.5638</td>
<td>1.5308</td>
</tr>
<tr>
<td>Scene 2</td>
<td>1.5416</td>
<td>1.5971</td>
<td>1.5329</td>
<td>1.5561</td>
</tr>
<tr>
<td>Scene 3</td>
<td>2.2634</td>
<td>1.6263</td>
<td>1.7162</td>
<td>1.8096</td>
</tr>
</tbody>
</table>

**Table 1.** Root mean square delay expansion $\sigma_\tau (10^{-13} \text{s})$

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>1.4029</td>
<td>1.2344</td>
<td>1.3553</td>
<td>1.7050</td>
</tr>
<tr>
<td>Scene 2</td>
<td>2.1327</td>
<td>1.5391</td>
<td>1.9425</td>
<td>1.8072</td>
</tr>
<tr>
<td>Scene 3</td>
<td>0.4705</td>
<td>0.7333</td>
<td>0.5281</td>
<td>0.3336</td>
</tr>
</tbody>
</table>

**Table 1.** Multi-path expansion $T_m (10^{-7} \text{s})$

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene 1</td>
<td>1.7606</td>
<td>1.6402</td>
<td>1.7068</td>
<td>1.9126</td>
</tr>
<tr>
<td>Scene 2</td>
<td>2.1896</td>
<td>1.8004</td>
<td>1.6452</td>
<td>1.4355</td>
</tr>
<tr>
<td>Scene 3</td>
<td>0.5637</td>
<td>1.2758</td>
<td>0.8828</td>
<td>0.5133</td>
</tr>
</tbody>
</table>

It can be seen from the figure that the distributions of the multi-path intensities of scene 1 and scene 2 are close to each other, and scene 3 and scene 1, 2 differ greatly. The average additional delay $\bar{\tau}$ is expressed as

$$\bar{\tau} = E\{\tau\} = \int_0^\infty \tau P(\tau) d\tau$$

Doppler power spectrum. Taking $\Delta n$ as a variable to $\phi_n[k;\Delta n]$ Fourier transform, get the scattering function $S[k;\lambda]$

$$S[k;\lambda] = \int_{-\infty}^{\infty} \phi_n[k;\Delta n] e^{-j2\pi k \Delta n} d\Delta n$$

Figure 8. Multipath intensity distribution
Taking $k$ as a variable to $S[k; \lambda]$ Fourier transform, get the function $S_\nu[\Delta f; \lambda]$

$$S_\nu[\Delta f; \lambda] = \int_{-\infty}^{\infty} S[k; \lambda] e^{-j2\pi nk} \, dk$$  \hspace{1cm} (15)

Getting the Doppler power spectrum:

$$S_\nu[\lambda] = S_\nu[0, \lambda]$$  \hspace{1cm} (16)

The range in which the Doppler power spectrum $S_\nu[\lambda]$ is substantially a non-zero $\lambda$ value is called the channel Doppler spread $B_\nu$. Define twice the average of the entire Doppler power spectrum as the lower threshold, which is used to calculate Doppler spread, i.e., define the spectral width greater than the lower threshold as the Doppler spread. The calculation results are shown in the table below.

### Table 2. Doppler expansion $B_\nu$ (Hz)

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
<th>Sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>142.6</td>
<td>134.6</td>
<td>120.1</td>
<td>191.1</td>
<td>170.6</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>24.5</td>
<td>22</td>
<td>15</td>
<td>16.5</td>
</tr>
<tr>
<td>3</td>
<td>10.2</td>
<td>3.5</td>
<td>15</td>
<td>15</td>
<td>16.5</td>
</tr>
</tbody>
</table>

As can be seen from the table, the Doppler spread of scene 2 and 3 is far from that of scene 1, while the difference between scenes 2 and 3 is not obvious. For the peak frequency, scenes 1 and 2 are relatively constant and easily distinguished, while the peak frequency of scene 3 varies greatly. Doppler spread and the number of peaks can be used as the “fingerprint” feature of the channel, and the peak frequency needs further analysis.

Doppler shift is caused by the relative movement of the receiving frequency, the principle shown in Figure. Assuming that the receiving station receives signals of far-field source, the receiving station is moving at a speed $v$, the distance in time $\Delta t$ is $d$, and the distance plane wave reaches the direction of $\theta$, then the distance difference between the two points is $\Delta l = v\Delta t \cos \theta / \lambda$. Doppler frequency shift is

$$f = \frac{1}{2\pi} \frac{\Delta \phi}{\Delta t} = \frac{v}{\lambda} \cos \theta$$  \hspace{1cm} (17)

It is shown that doppler frequency shift is related to the movement speed and the Angle between movement direction and electromagnetic wave incident direction of the receiving station.

For scene 1, there are two Doppler shifts, and the frequency shift is basically constant, which shows that the moving speed of the receiving station in scene 1 is constant and there are two wireless channels whose angle with the moving speed is constant. For scene 2, there is a Doppler frequency shift, and the frequency shift is basically constant, which shows that the moving speed of the receiving station in scene 2 is constant and there is a wireless channel with a constant angle with the moving speed. For scene 3, there is a Doppler shift, and the frequency shift varies, reflecting the change of the moving speed of the receiving station in scene 3 or the change of the angle between the moving speed and the wireless channel.

According to the above analysis, the peak frequency is related to the speed of the receiving station and angle between the speed of movement and the channel, which may change for different samples in the same scene and can not be used as the “fingerprint” feature of the channel. However, for continuous scenes, the change is also continuous and regular, which can be used as the channel “fingerprint” feature.

The number of Doppler shift peaks and the Doppler shift size obtained by the above method depend on the characteristics of the channel. The larger the number, the more Doppler peak information contains more detail information.

### Time interval correlation function

Doing an inverse Fourier transform on the Doppler power spectrum $S_\nu[\lambda]$, and obtaining the time interval correlation function is $\phi C[\Delta n]$

$$\phi C[\Delta n] = \int_{-\infty}^{\infty} S_\nu[\lambda] e^{-j2\pi n\Delta \lambda} \, d\lambda$$  \hspace{1cm} (18)

Each scene time interval correlation function is shown in the Figure 9.

As can be seen from the diagram, the time interval correlation functions of the three scenarios are not very different, and the parameter coherence time from the graph is shown in Table 3.

As can be seen from the table, the correlation time of the three scenes is not regular, so correlation time can not be used as a “fingerprint” feature.

### 3.2 The Clustering Method Based on Support Vector Machine

Support vector machine (SVM) theory is derived from the support vector method that Vapnik proposed in 1963 to solve the problem of pattern recognition. This method mainly selects a set of characteristic subsets from the training set, so that the linear partition of the characteristic subset is equivalent to the segmentation of the whole dataset. This subset of features is called support vectors machine [12].

In this paper, the SVM method is used to treat the test data as follows:

According to the channel characteristics of the above analysis, to extract the autocorrelation function of the given data, doppler spectrum, the multipath intensity distribution function, time correlation function between “fingerprint” feature vector sequence $\{\hat{r}_t\}$, using the same method to extract the test data of the “fingerprint” feature vector sequence $\{\hat{t}_t\}$;
The sequence \( \{x, y\} \) is used as training data, which is the “fingerprint” feature vector sequence of scene 1~3, \( y \in \{1, 2, 3\} \) which is the label of the subordinate scene, and constructs an optimal plane as follows:

\[
x(\omega \cdot \hat{x}) + b = 0 \tag{19}
\]

This optimal hyperplane has to satisfy the following constraints:

\[
y_i\left[x(\omega \cdot \hat{x}) + b = 0\right] \geq 1, \quad i = 1, 2 \cdots N \tag{20}
\]

At the same time, you should minimize the following function:

\[
\phi(\omega) = \frac{1}{2}\|\phi\|^2 = \frac{1}{2}(\omega \cdot \omega) \tag{21}
\]

The optimal hyperplane form is as follows:

\[
\sum_{SV} y_i a_i^0 (x \cdot x_i) + b_0 = 0 \tag{22}
\]

The SVM is the support vector, \( a_i^0 \) is the Lagrange multiplier.

The “fingerprint” feature vector sequence \( \{\hat{T}_i\} \) that is extracted from the test data can be substituted into the optimal hyperplane expression, which can be used to obtain the tag \( \{\hat{L}_i\} \) of the scene of the test data that can identify the test data belongs to the scene. According to the output of SVM of support vector machine, the posterior probability of classification can be obtained by using bayesian formula. Samples by SVM output 1 or 0 process can be thought of as a binomial distribution, assuming that there are two kinds of general A and B, they take the sample of 1 s and 0 s prior probability of PA and 1 - PA and PB and PB respectively. The prior probability PA and PB can be obtained from the training samples A and B according to the trained SVM. Assuming that the new Data has N samples in Data, with the trained SVM to test Data, the number of outputs of 1 is N. According to bayes’ formula:

\[
P(A/n) = \frac{P(A)P(n/A)}{P(A)P(n/A) + P(B)P(n/B)} = \frac{C_n^a P_a^n (1 - p_o)^{N-n}}{C_n^a P_o^n (1 - p_o)^N + C_n^a P_o^n (1 - p_o)^N} \tag{23}
\]

In the N samples, the number of outputs of 1 is n after SVM, and the above formula gives the calculation formula of the posterior probability of Data belonging to the overall A.

After two or two matches of the scenario through SVM, you can infer the scenario of each set of data.

### 3.3 The Adjacent Segment Clustering Algorithm Based on SVM

Using the scale shrinkage time series segmentation algorithm based on temporal edge operator to section of “fingerprint” feature vector, get a set of time series segmentation results, all segments have their fingerprints, we can use the fingerprint similarity clustering segmentation for results, so as to get a reasonable “zoning”. In order to cluster the segmentation results, we propose the clustering method based on SVM. The steps of this method are as follows:
(1) Each segment of the subdivision that will be obtained as a sample set is marked as \( \{ S_i \} \) in turn as shown in Figure 10. The matching results of the “fingerprint” feature vector sequences extracted from the test data are shown in the table.

<table>
<thead>
<tr>
<th>( S_1 )</th>
<th>( S_2 )</th>
<th>( \ldots )</th>
<th>( S_i )</th>
<th>( S_{i-1} )</th>
<th>( \ldots )</th>
<th>( S )</th>
</tr>
</thead>
</table>

**Figure 10.** Step one

(2) Taking three samples sets \( \{ S_{i-1}, S_i, \ldots, S_{i+t} \} \) each time as the SVM cluster input, in which the sample set \( \{ S_{i-1}, S_i \} \) is the training sample and the sample set \( \{ S_i \} \) is the test sample for clustering.

(3) If sample set \( \{ S_i \} \) and \( \{ S_{i-1} \} \) are more similar to the “fingerprint” eigenvector sequence, sample sets \( \{ S_i \} \) and \( \{ S_{i-1} \} \) are merged into \( \{ S_i \} \).

(4) Repeating steps 2 and 3, and then take the sample sets \( \{ S_i \} \) for clustering as a test sample and the left and right adjacent sample sets \( \{ S_{k-1}, S_{k+1} \} \) as training samples and input the SVM for clustering, then do the merger to get the clustering result.

For the recognition and clustering of wireless channel scene, SVM is used as the basic unit of classifier. Using the channel “fingerprint” feature extracted from different scenes to train the SVM, and using bayes posterior probability as the criterion, the recognition of the scene can be realized. In order to complete the clustering of unlabeled channel scenes, we designed a clustering algorithm based on SVM, and realized the clustering and scene division of the segmented channel paragraphs. The above method is used to determine that the two sets of data are respectively in scenario 1 (probability is close to 100%) and scenario 2 (probability is 91.9%). The results show that SVM can effectively identify and cluster the scene of wireless channel according to the “fingerprint” feature extracted in this paper.

The adjacent segment clustering algorithm based on SVM achieves clustering and scene segmentation of the segmented channel segments. After the above process of modeling and analysis, it has some recognition to the feature extraction and recognition clustering of wireless channel, which is of great significance for analyzing wireless communication channel and improving the effect of wireless communication.

### 4 Conclusion

In this paper, various characteristics of measured channel data are extracted, refined and aggregated. After analyzing the real channel measurement results of different scenarios or environments, the differences of wireless channels in different scenarios and regions are obtained, which are mainly reflected in its small-scale fading characteristics and its fingerprints characteristics can be expressed by envelope distribution function, autocorrelation function, multipath intensity distribution function, Doppler power spectrum, and time interval correlation function. For the wireless channel scene recognition and clustering problems, the SVM is used as the basic unit of classifier. The SVM is trained by using the “fingerprinting” feature extracted from different scenes, and the Bayesian posterior probability is used as a criterion to identify the scene accurately. Adjacent segment clustering algorithm based on SVM achieves clustering and scene segmentation of the segmented channel segments.
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