Fast American Sign Language Image Recognition Using CNNs with Fine-tuning
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Abstract

Sign language images such as American Sign Language (ASL) images carry effective information for communication based on gestures. The significance of sign language recognition is that it can help hearing impaired people to communicate with others successfully. To facilitate the ASL images recognition for the hearing impaired people, a proper image classification is demanded urgently. As the computation of traditional image classification methods is usually extensive, it’s a bad choice for real-time tasks. Due to the extraordinary performance of Convolutional Neural Networks (CNNs) on various tasks of images classification, a method is proposed to use CNNs to train classification models for ASL images recognition with fine-tuning strategy. First, a structure of CNNs is optimized to make it more suitable for ASL classification task. Secondly, the models are trained on the structure by using test images. We compare the test results of proposed approach with those of the state-of-the-arts at the end with the aim to illustrate the effectiveness of the trained CNNs models. The experimental results demonstrate that the proposed method can achieve superior recognition results for ASL images.
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1 Introduction

Image recognition is an important kind of pattern recognition task. There are many advanced methods employed in image processing field based on improved conventional image features [1-2]. However, most of these methods are not suitable for real-time recognition task owing to the large computational efforts and high impact from environments [3-4]. For large-scale image recognition, many methods based on Convolutional Neural Networks (CNNs) [5] have been proved. In recent years, many image recognition tasks showed the extraordinary performances such as VGG [8], GoogleNet [9] and ResNet [10]. They made great contributions to ImageNet [12] Large-Scale Visual Recognition Challenge (ILSVRC) with approaches based on DCNNs. With the rapid development of DCNNs, many advances have been made in object detection based on deep learning, such as Faster R-CNN [7] and SSD [16]. At the same time, these methods have been successfully applied in various research fields. Meng et al. [30] used the target detection method based on deep learning to achieve information hiding in local regions. As an important member in the field of machine learning, extreme learning such a feedforward neural network can effectively solve the classification problem [6]. Compared with traditional methods [13-14] in the field of image features exaction, the approaches based on CNNs could handle the task better when facing the special cases. In the era of processing big data, intelligent retrieval based on deep leaning has been widely used in various services. Li and Li [32] proposed the image retrieval method using DCNN via efficient hashing code and additive latent semantic layer. Xia et al. [24, 31] proposed intelligent privacy security retrieval approaches. The researches of DCNNs in the field of image forensics proves its flexibility in feature selection. Cui et al. [11] used DCNNs to extract high-frequency features of images to classify natural image and computer generated images. In this paper, an improved CNNs architecture will be introduced to extract features of images which can be applied for American Sign Language (ASL) image classification. ASL is a kind of gesture language and a method of spelling which contains 24 static gestures and 2 motion gestures. The fine-tuning strategies based on CNNs are used to train a CNNs model fast and efficiently, which is proved efficiently to train a model of CNNs by a pattern of resuming training on ASL image set.

The contributions of this paper include: (1) A CNNs architecture of training models is optimized with fine-tuning strategy on ASL image set; (2) We analyze the
mismatch problems about networks for training between the CaffeNet [15] and ASL image data set. We solve the problem by adjusting the network.

2 Related work

In the fine-tuning strategy operation, a CNNs model from a large-scale image set is required as the initial weights of the network at first. Next, this CNNs model is trained for extracting image features by convolutional calculation with different convolutional kernels and then be activated by specific methods. The activated values usually will be put in next intermediate layers. Finally, by the calculation of fully-connected layers, the multi-dimension output vector can be regarded as image features. The features that are exacted by CNNs have been proved to be efficient in other image tasks such as image retrieval and image copy detection tasks.

The CNNs’ parameters are tuned for small-scale data set S. The model required is pre-trained on a large-scale data set L. In training process of S, the model trained by the network will be modified to make it suitable for S by decreasing the value of loss function using BP algorithm [19]. Besides, there is no need to keep the data similarity at a high level for set S and set L. Actually, many approaches based on this theory have been proposed. Yanai and Kawano [17] applied fine-tuning DCNNs to food image classification. In the field of biology and medicine, researchers are applying convolution neural networks and transfer learning to research subjects, and prove their effectiveness. Yuan et al. [22] proposed a method for fingerprint liveness detection based on CNNs. Gurusamy and Subramaniam [18] used a machine learning approach for MRI Brain Tumor Classification. Shin et al. [20] used DCNNs for computer-aided detection.

CNNs based methods are proved effective in classification tasks. This paper focuses on the application of ASL for classification based on CNNs. As Figure 1 shows, an image set is collected by ASL which contains 12000 gesture images is divided into 24 English alphabet letters without class J and Z as their dynamic expression. The images are divided into two groups including training group and test group.

There are some classification approaches for ASL images. For traditional methods, the calculation effort is high that this method can not match real-time task well.

In this paper, ASL images are trained with a CNN based approach with fine-tuning. There are some classes with high similarity that can verify the serviceability of the proposed networks, such as the class of S and the class of T.

3 Methods

Fine-Tuning strategy is an approach of transfer machine learning [21]. Comparing with the learning approach in scratch manner, Fine-tuning approach that initializes the weights of the CNNs is closer to the point of the best matching one during the gradient decent algorithm execution. In addition, the model is usually trained from a large-scale data set. Accordingly, the weights of transfer learning process will access to the specific region to match the model that requires rapidly training. This approach will solve the problem that a small-scale data set which is prone to over-fitting. Since the scales of our own image set are not large enough for the way of training by scratch, the Fine-tune way is chosen to transfer learning on CNNs. All the experiments are performed by the deep learning framework Caffe [15]. An improved CNNs architecture performs well for fast images classification with fine-tuning strategy.

The gradient conjugate optimization method has been proved to be effective and expansible in solving practical problems [29]. However, in Caffe, the optimization algorithm uses a variety of gradient descent functions, such as Momentum and AdaGrad. In Caffe framework, the word depth represents the performed convolutional networks with multiple input channels. For an input $W \times H$ image of depth $D$ at each input location, using a $K \times K$ patch, which could be considered as a $K \times K \times D$ vector. When applying $M$ filters to it, the calculation of convolutional process could be illustrated as Algorithm 1:
Algorithm 1. Convolutional Process of Caffe

\[
\text{for } w \text{ in } 1...W \\
\text{for } h \text{ in } 1...H \\
\text{for } x \text{ in } 1...K \\
\text{for } y \text{ in } 1...K \\
\text{for } m \text{ in } 1...M \\
\text{for } d \text{ in } 1...D \\
\text{output}(w, h, m) = \text{input}(w + x, h + y, d) \times \text{filter}(m, x, y, d) \\
\text{end} \\
\text{end} \\
\text{end} \\
\text{end} \\
\text{end} \\
\text{end}
\]

Supposing the softmax function is defined as the following formula:

\[
S_i(z) = \frac{e^{z_i}}{\sum_{j=1}^{m} e^{z_j}}, i = l, ..., m \quad (1)
\]

Since calculation the value of each, the predict likelihood of each class could be got.

Then the calculation of loss function could be summarized as the following formula:

\[
L(y, z) = -\log\left(\frac{z_y}{\sum_{j=1}^{m} e^{z_j}}\right) \quad (2)
\]

For \( y \) is the real class of the input \( x \), Function \( z \) outputs the result of forward calculation on the vectors of filters.

3.1 Training a Model on CIFAR-10 for Fine-tuning

Considering the similarity of image sizes and categories’ numbers between ASL and CIFAR-10 image data set, we are inspired by the solution based on CNNs of the CIAFR-10 image recognition. CIFAR-10 data set consists of 60000 \( 32 \times 32 \times 3 \) color images which are grouped into 10 classes, divided into 50,000 training images and 10,000 test images. Figure 2 shows the examples of CIFAR-10 data set. A model pre-trained on CIFAR-10 data set since fine-tuning approach requires a model with large-scale training images. However, the scale of CIFAR-10 images set is not big enough to lead the model trained to an over-fit result. In this case, the improved CNNs for training models on CIFAR-10 image set which is composed by 2 convolutional layers and 3 fully connected layers as showed in Figure 3. Both Convolutional layers are followed by a rectified linear units (relu) layer, a pooling layer. Each all-connected layer followed by a dropout layer except the last output layer. It is expected that the dropout strategy would reduce over-fitted situation. In this network, all the parameters are initialized with random Gaussian distributions. In the input layer, mirror parameters have been set to increase samples, the batch size is set to 50 images. Base learning rate is set to 0.001, decreased by a factor of 10 through each 3 epochs until the learning rate decreases to 0.0001. Momentum is set to 0.9 and weight decay is set to 0.0005. After training process of CIFAR-10 data set, a model is gained as the initial weight of our own 10-class image data set.

Figure 2. Some examples of the 10 classes image set on CIFAR-10 [17]

![Figure 2](image)

Figure 3. The network architecture of CNNs for training models on CIFAR-10 data set and the small-scale data set
3.2 Fine-tuning CaffeNet

The CaffeNet architecture includes over 60 million parameters which is trained from scratch way. In the pre-trained model, weights have already been initialized weights in each convolutional layer. Usually, the units’ number of final output layer is re-set which is equal to the number of classes of the image set. Different from learning from scratch approach in which all the parameters of the network’s are initialized randomly, this strategy is efficient where the network’s weights of each layer are initialized from a closer position to an optimal value through gradient descent process. In this case, this approach will reduce the iterations of training process of the optimal value. Meanwhile, with the parameters initialized from a large-scale data set, this approach will avoid the likelihood of over-fitting [23]. The network architecture of CaffeNet’s off-the-self network is modified to the structure shown in Figure 4. The fc-8 (fully connected) layer’s output number is replaced with 24, the same as the number of our own image set and left the parameters of other layers unchanged. Through decreasing the ratio of weight-decay, we prevent the network over-fitting.

4 Experiments

By verifying the scalability and effectiveness of the fine-tuning strategy in the first experiment, we apply this strategy to the gesture classification experiment and verify that the fine-tuning strategy is suitable for it by analyzing and comparing the experimental results.

4.1 Fine-tuning CaffeNet

CIFAR-10 data set contains 60,000 RGB images which is grouped into 10 categories, including 50,000 training images and 10,000 test images. As all the images are small in the size of 32×32 pixels, the networks is employed in Figure 3 by decreasing learning rate by 10 times every 3 epochs during the training process. After 60,000 iterations, the model is trained. Finally, we chose the model with accuracy of 67.06% as pre-trained model to proceed fine-tuning process on our small-scale images set.

In the following transfer training process, the architecture which used in the previous process are remained. The network which consists of two dropout layers would reduce the problem of samples over-
fitting. Figure 5 shows the test accuracy when removing the dropout layers. After 6,000 iterations, the result is still at a lower standard. It validates the importance of using dropout layers. As Figure 6 shows, when adding the dropout architectures, the top-1 and top-5 classification accuracy is respectively 73% and 82%. Obviously, it shows that the accuracy of training process is increased rapidly and then becomes smoothly and holds wave nearby a specific value. As the fine-tuning strategy mentioned in the previous section, the fast ascending of accuracy curve shows that this strategy can make a rapidly gradient descent process.

![Figure 5. Traces of testing accuracy during training process when removing the dropout layers](image)

![Figure 6. Traces of testing accuracy during the training process with fine-tuning Cifar-10 model. Top-1 accuracy was 73%, Top-5 accuracy was 82%](image)

### 4.2 Experiments on CaffeNet with fine-tuning

In this experiment, the output number of fc-8 is modified to 24 since employed ASL set has 24 classes. Other parameters of the network are unchanged. After the process of training, 24 classification accuracy of 24 alphabets have been gotten, the final accuracy is showed in the Figure 7. The specific values are shown in the Table 1. The highest accuracy value is 1 of class F, G and Y. The Minimum accuracy value is 0.62 of class Y. In view of the small-scale images set is prone to over-fit, implementing another experiment by decreasing the value of weight-decay from 0.005 to 0.0005. By decreasing the punishment term, the over-fitting phenomenon is improved. A Comparison of the training results about test accuracy with S. Ameen’s ConvNet [25] is shown in the Figure 8.

![Figure 7. Traces of testing accuracy during the training process with fine-tuning CaffeNet](image)

<table>
<thead>
<tr>
<th>Class</th>
<th>Average Loss</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.645</td>
<td>0.84</td>
</tr>
<tr>
<td>B</td>
<td>0.187</td>
<td>0.96</td>
</tr>
<tr>
<td>C</td>
<td>0.205</td>
<td>0.94</td>
</tr>
<tr>
<td>D</td>
<td>0.481</td>
<td>0.82</td>
</tr>
<tr>
<td>E</td>
<td>0.271</td>
<td>0.94</td>
</tr>
<tr>
<td>F</td>
<td>0.003</td>
<td>1.00</td>
</tr>
<tr>
<td>G</td>
<td>0.045</td>
<td>1.00</td>
</tr>
<tr>
<td>H</td>
<td>0.115</td>
<td>0.94</td>
</tr>
<tr>
<td>I</td>
<td>0.306</td>
<td>0.88</td>
</tr>
<tr>
<td>K</td>
<td>0.113</td>
<td>0.96</td>
</tr>
<tr>
<td>L</td>
<td>0.129</td>
<td>0.96</td>
</tr>
<tr>
<td>M</td>
<td>0.999</td>
<td>0.76</td>
</tr>
<tr>
<td>N</td>
<td>0.976</td>
<td>0.76</td>
</tr>
<tr>
<td>O</td>
<td>1.036</td>
<td>0.76</td>
</tr>
<tr>
<td>P</td>
<td>0.991</td>
<td>0.62</td>
</tr>
<tr>
<td>Q</td>
<td>0.158</td>
<td>0.98</td>
</tr>
<tr>
<td>R</td>
<td>0.481</td>
<td>0.86</td>
</tr>
<tr>
<td>S</td>
<td>0.155</td>
<td>0.96</td>
</tr>
<tr>
<td>T</td>
<td>0.353</td>
<td>0.90</td>
</tr>
<tr>
<td>U</td>
<td>1.056</td>
<td>0.82</td>
</tr>
<tr>
<td>V</td>
<td>0.312</td>
<td>0.92</td>
</tr>
<tr>
<td>W</td>
<td>0.288</td>
<td>0.88</td>
</tr>
<tr>
<td>X</td>
<td>0.417</td>
<td>0.88</td>
</tr>
<tr>
<td>Y</td>
<td>0.227</td>
<td>1.00</td>
</tr>
</tbody>
</table>

![Table 1. Results of average loss and average accuracy for ASL fine-tuning CaffeNet](image)
Figure 8. Test accuracy contrast of S. Ameen’s ConvNet and our fine-tuning CaffeNet

The average accuracy results over 5-fold are showed in Table 2.

Table 2. 5-fold validation results of average accuracy

<table>
<thead>
<tr>
<th>Model</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trained CNNs from CIFAR-10</td>
<td>0.79</td>
</tr>
<tr>
<td>Fine-tuned CaffeNet</td>
<td>0.89</td>
</tr>
</tbody>
</table>

5 Conclusion

In this paper, an approach of CNNs with fine-tuning is employed for ASL image recognition by transfer learning. At the same time, the high performance of this strategy is witnessed. The several experiments in section 4.1 show the importance of using dropout architecture when the training images are in small-scale. After 6,000 iterations of training, the model trained by the strategy of fine-tuning has a better accuracy than the one removed dropout architecture. In the experiments in section 4.2, through using the pre-trained model that has been initialized by training with a large-scale of images, the test accuracy of the networks could be promoted to 0.95, which is far higher than the result in the previous section. These results indicate that this strategy will solve the problem about the small-scale images that are prone to over-fit. In the single classify experiments, the best accuracy results come to 1 of class F, G and Y. Of course, the differences among some classes are not clear enough, such as class M and N. Furthermore, the outlines of the two classes are similar. Therefore, the output of loss function is hard to decrease to a low value at 0.76, and it leads to the test results of the classes performing badly. Meanwhile, it achieves the classification task well by using this fine-tuning strategy.

In the future work, we will continue to explore the approaches that could help the accuracy of fine-tuning training result to a higher standard than state-of-the-art methods [26-28]. Moreover, we will try to decrease the value of the loss function in training process. Last but not the least, we will improve the proposed architecture to make it more suitable for the other classification tasks, such as image copy detection.
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