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Abstract 

Aiming at the energy constrained of wireless sensor 

network (WSN) and the low detection accuracy of 

intrusion detection mechanisms in WSN, an intrusion 

detection model based on improved Particle Swarm 

Optimization (IPSO) and Support Vector Machine (SVM) 

is proposed in this paper. Firstly, the improved LEACH 

algorithm is applied to our intrusion detection model to 

cluster the nodes to reduce energy consumption. Nextly, 

Anomaly detection based on SVM algorithm is used in 

this model to ensure that detector has a high detection 

accuracy. Finally, the SVM algorithm is optimized by 

using the IPSO algorithm to obtain the optimal SVM 

parameters, so as to improve the detection precision and 

convergence speed of the model. The experimental 

results show that the intrusion detection model mentioned 

in this paper has higher detection precision, faster 

convergence speed and more balanced use of node energy 

compared with other detection models. 

Key words: Wireless sensor network, intrusion detection, 

Particle swarm optimization, Support vector 

machine, LEACH algorithm, Anomaly 
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1 Introduction 

Wireless sensor network (WSN) because of its 

sensor node has the advantages of small volume, easy 

deployment and low cost, which has been widely used 

in many fields, such as urban management, industrial 

and agricultural production, military, environmental 

monitoring, biology medicine, remote control of 

danger areas, emergency rescue and so on [1]; 

Simultaneously, wireless sensor networks are often 

placed in unmanned areas or hostile environments, and 

sensor nodes in wireless sensor networks are devices 

with limited capacity and limited processing capacity, 

which makes the network vulnerable to various attacks 

[2]; therefore, There is a need of proper security 

mechanisms for protecting sensor networks against 

potential security threats and attacks [3]. 

At present, there are two kinds of defense measures 

against attacks: passive defense and active defense. 

passive defense, such as encryption, security protocol, 

identity authentication, security routing. active defense, 

including intrusion detection [4]. Intrusion has more 

responsiveness and adaptability, and consequently, can 

be applied as the supplement and a second line of 

defense for passive prevention security systems [5]. 

Due to the limitation of wireless sensor network 

communication bandwidth, packet delay, and node 

energy and so on, the intrusion detection technology 

for traditional limited network and ad hoc network can 

not be applied to wireless sensor networks [6]. 

Therefore, it is necessary to design an intrusion 

detection system which conforms to the characteristics 

of wireless sensor network. 

2 Relate Work 

The security mechanism of wireless sensor network 

is divided into low-level defense mechanism and high-

level defense mechanism. Intrusion detection in high 

level is called second defense mechanism. As the 

second defense mechanism, intrusion detection can not 

only detect external attacks, but also detect internal 

attacks. It plays a vital role in the security of wireless 

sensor networks. At present, there are many methods 

about intrusion detection which are used in Wireless 

Sensor Network. For example, In [7], A detection 

mechanism based on artificial immune algorithm is 

proposed, the negative selection and dynamic selection 

algorithm are adopted to detect attackers, to a great 

extent, this scheme ensures the security of data in the 

network, but it needs to be improved and optimized. In 

[8], an intrusion detection mechanism based on 

machine learning is proposed, Intrusion detection is 

realized by feedforward neural network, and the final 

intrusion classification is done by self-organizing 

mapping. Although this scheme has a high detection 

rate for known attacks, the detection of unknown 
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attacks is still uncertain. In [9], A hierarchical security 

mechanism for complex attacks in wireless sensor 

networks is proposed, usage control is employed to 

defend against ongoing threats, dynamic adaptive 

chance discovery mechanism is uesd to detect 

unknown attacks, the mechanism can not only detect 

attacks, but perform attack mitigation, however, it is 

too complex. In [10], the intrusion detection system in 

the network is put into a reasonable place to resist 

attack, This scheme is valid and available, but further 

research is needed to find the optimal location. In [11], 

an adaptive early node compromise detection scheme 

based on cluster is proposed, In this scheme, the 

network is clustered according to a certain proportion, 

and then the number of heartbeat rounds under certain 

conditions is obtained according to the known 

conditions, Finally, the data monitored from the 

member nodes is carried out bitwise or operations by 

the management nodes of each cluster. Although this 

program has low false alarm rate, its computational 

complexity is too high. In [12], one-class support 

vector machine based on local density degree is used 

for the anomaly detection. The relaxation variable of 

the support vector machine is expressed by the density 

of the data set. Although this method is better than the 

performance of the other one-class learning model, the 

penalty factor has a great influence on the performance 

of the support vector machine, so the choice of the 

penalty factor needs to be considered. In [13], an 

adaptive support vector machine is proposed for 

intrusion detection, the relationship between the 

precision of the classifier training and the feature 

weight is found by the feature reduction algorithm in 

this paper, then, this relation expression is used to 

replace the original weight update formula in support 

vector machine, the new SVM is likely to get good 

results, but the SVM parameter setting is difficult to 

grasp, parameter Settings has a great influence on test 

results, and anomaly detection model should be as 

much as possible to avoid artificially adjusted the 

parameters. In [14], A PCA-based method is used for 

anomaly detection. The sample is tested based on mean 

dissimilarity between the sample to be detected 

and other samples and the degree to which the 

projection of the sample to the first principal axis 

deviates from the mean state. This method has a high 

detection accuracy and low error However, with the 

increase in the number of nodes, the parameters of the 

algorithm should be adjusted as well. In [15], A 

cooperative model detection mechanism is used for 

anomaly detection of wireless sensor networks. Firstly, 

the multivariate Gaussian model is used to detect the 

abnormal changes of the sensor data. Then, the sensor 

is detected by the PCA-based detection model. The 

scheme has good detection rates with limited false 

alarms, but the performance of the algorithm has yet to 

be improved. In [16], A Bayesian algorithm based on 

probabilistic prediction is used to perform ARP attack 

detection. It is determined whether the node is attacked 

based on the relationship between the predicted 

probability value and the set probability value. This 

scheme effectively reduces the probability of 

miscarriage of justice, but when the attack frequency is 

low and attack characteristics are included in the 

conventional characteristics, this program can not 

identify the attacker. In [17], a intrusion detection 

system based on flexible manet prevention algorithm is 

used to prevent and detect DDOS attacks, an attack 

profile database is used to track the malicious state of 

each node in this paper, when number of times of a 

node tracked by A is more than the defense threshold. 

it is considered that the node is a malicious node and 

added to the blacklist, this algorithm can guarantee that 

the network is still running under attack, but the 

algorithm was verified only for a single attack. In [18], 

an approach was presented, which was based on 

immune algorithm (IA) and support vector machine 

(SVM). immune algorithm is used to preprocess the 

network data ， SVM is adopted to classify the 

optimization data, and recognize intruders. The data 

are preprocessed and then classified, which reduces 

computational complexity and achieves higher 

detection accuracy. However, the parameter setting of 

SVM algorithm is still a problem. In [15], an algorithm 

based on SOA-SVM was applied to intrusion detection 

in WSN, although avoids artificially adjusted of the 

SVM parameters, but the training time is longer. In 

[19], a intrusion detection model based on GA-SVM 

for wireless sensor networks was proposed. Genetic 

algorithm is applied to optimize SVM parameter, 

although the detection results are good, genetic 

algorithm needs to go through the process of selection, 

crossover and mutation, the algorithm process is 

complex and the convergence speed of SVM parameter 

optimization is slow. In [20-21], proposed an intrusion 

detection model based on PSO-SVM, using PSO can 

avoid the problem that the extremum of the 

optimization object falls into the local optimal value. 

Although the detection model can meet certain 

requirements, the optimization time and the global 

search precision can be improved. In [17], firstly, 

according to the position of WSN, the improved K-

means algorithm is used to cluster the nodes of WSN, 

and SVM algorithm is applied to different clusters to 

detect anomaly. The K-means algorithm is used to 

classify the clusters without taking into account the 

energy utilization of the sensor nodes, leading to the 

early death of some nodes and other nodes with higher 

residual energy, thus shortening the life cycle of the 

whole network. 

To sum up, our contribution in this paper is to 

propose an IPSO-SVM intrusion detection model 

based on clustering. Firstly, the model classifies the 

clusters using the improved LEACH algorithm, taking 

the differences in initial energy and residual energy of 

the nodes and the different network structures into 
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account, so that the energy usage of the network nodes 

is homogenized. Secondly, SVM parameters are 

optimized by using IPSO, which not only avoids the 

artificial adjustment of SVM parameters and the local 

optimal value, but also improves the global search 

efficiency and local search precision. Experimental 

results show that the proposed method not only can 

improve the detection accuracy and speed up the 

convergence rate, but also extend the life of the whole 

network. 

3 The Principle of SVM 

SVM is a machine learning method based on 

statistical learning theory，due originally to Vapnik. 

Its basic idea is that for a given small training sample, 

in order to obtain the best generalization performance, 

how to achieve a tradeoff between the accuracy of the 

given training set and the learning ability of test set 

[22]. SVM can solve the problems of small sample, 

nonlinear, high dimension and the classification of 

local minimum points. Therefore, the SVM method is 

suited to classify the high-dimension data in IDS [23]. 

When SVM is used in intrusion detection system, 

classification hyperplane of training data which may be 

divided by linear classification plane or not via 

mapping the training data to higher dimensional space 

with nonlinear function and Transferring into linear 

separable patterns in the sample feature space. After 

the mapping procedure, SVM finds out a linear 

separating hyperplane with the maximum margin in the 

space. 

Suppose the linearly separability sample set 

( )
1

,

M

i i i
x d

=

, d
x R∈ , { }1, 1d∈ + −  is the corresponding 

target output. For linear separable modes, the classify 

hyperplane equation is: 

 0
T
x bω + =  (1) 

Where, ω  is adjustable weight vector and the 

parameter b  is offset. In order to the hyperplane can 

classes all samples correctly, it needs to be satisfied: 

 ( ) 1
T

i i
d x bω + ≥ + , 1,2, ,i M= �  (2) 

Therefore, the hyperplane that satisfies formula (2) 

and minimizes the 
2

w  is the optimal hyperplane. If 

training sample ( , )
i i
x d  which satisfies the equal sign 

of the formula (2) are called Support Vectors, because 

they support the optimal classify hyperplane. So our 

problem can be formulated as follow: 
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=

 are introduced to process 

inseparable data points and data noise, then the formula 

(2) can be described as follow: 

 ( ) 1
T

i i i
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In order to improve the generalization ability and to 

minimize the structural risk, Equation (5) is obtained: 
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Where C  is penalty factor, and the objective is to 

minimize the structural risk of constructing the optimal 

classification hyperplane by optimization. At this point, 

our optimization problem can be expressed as follow: 
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For the curse of dimensionality and dual problem in 

inseparable model, Lagrange multiplier 
i

α  and kernel 

function are introduced. Then, the optimization 

problem of formula (6) can be expressed by the 

following formula: 
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Where, ( , )
i j

k x x  is kernel function. The kernel 

function has many kinds, such as radial basis kernel 

function, Gauss kernel function, polynomial kernel 

function. This paper chooses the RBF kernel function, 

and it can be described as below: 

 ( )
2

2
, exp

i j

i j

x x
k x x

σ
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= −⎨ ⎬
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Finally, the optimal classify function as follow: 

{ } { }1
( ) sgn ( ) sgn ( )

M

i i i ji
f x x b d k x x bω α

=

= ⋅ + = ⋅ +∑ (8) 

Parameter setting in SVM influences the 

performance of algorithm greatly, Especially the 

penalty factor C  and the width 2
σ  of the kernel 

function, these two parameters have a great influence 

on the generalization ability and classification accuracy 

of SVM. So it is important to find the appropriate 

values of C  and 2
σ . The improved particle swarm 
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optimization algorithm (IPSO) is used to optimize 

SVM parameters to find the appropriate values of C  

and 2
σ  in this paper. 

4 Improved Particle Swarm Optimization 

Algorithm (IPSO) 

Particle swarm optimization [24] is a inspiration 

algorithm proposed by Kennedy and Eberhart for the 

process of foraging birds, which is mainly used to 

solve fast convergence and optimization problems. 

Particle Swarm Optimization is suitable for SVM 

parameters optimization for the following reasons:easy 

to code, global search sensitive, reasonable calculation, 

less parameters, easier to implement. The PSO 

algorithm is described as follows: 

PSO is initialized to a group of random particles 

(random solutions), and then find the optimal solution 

through iteration. At each iteration, the particle is 

updated by tracking individual extremum 
id
p  and 

global extremum gdp . 

Next, we search for a group with u  particles in the 

d -dimensional space, where d  is the dimensionality 

of the search space. Thus, in a physical d -dimensional 

search space, the position and velocity of each particle 

i  are represented as the vectors 
1 2

( , , , )
i i i id

Z z z z= �  

and ( )1 2
, , ,

i i i id
V v v v= � , respectively. In course of 

movement in the search space looking for the optimum 

solution of the problem being optimized, the particle's 

velocity and position are updated as follows: 

 
1 1

2 2

( 1) ( ) ( ( ) ( ))

( ( ) ( ))

i i id i

gd i

v t wv t rand p t z t

rand p t z t

η

η

+ = + −

+ −

 (9) 

 ( 1) ( ) ( 1)
i i i
z t z t v t+ = + +  (10) 

Where, t  is number of iteration;
1

η  and 
2

η  are 

acceleration (weighting) factors;
1

rand  and 
2

rand  

random numbers between 0 and 1; w  is the inertia 

weight which is used to balance the global search and 

local search, the traditional w  update formula is 

expressed as follows: 

 max min

max

max

w w
w w t

iter

−

= − ×  (11) 

Where 
max

w  and 
min

w  are maximum weight and the 

minimum weight, respectively; maxiter  is the 

maximum iteration number; t  is the current iteration 

number. Since the traditional method of linear 

reduction w  is not strong enough to search for a 

solution, it is likely to miss the optimal solution. In this 

paper, a method of nonlinear decreasing weight w  is 

used in place of the traditional method, as shown in 

equation (12): 

max max min

( max )
( ) exp( 50 ( ) )

max

n
iter t

w w w w
iter

−

= − − × − ×  (12) 

The nonlinear decreasing wight method is used, 

which not only can improve the efficiency of global 

search, but also can improve the precision of local 

search [25]. 

5 Implementation of Intrusion Detection 

System Based on IPSO-SVM in WSN 

The network topology of wireless sensor networks 

can be divided into: planar structure, cluster structure 

and hierarchical [26]. In this paper, a clustering-based 

wireless sensor network [27] is adopted., which can 

control the communication of most nodes within the 

cluster, and more importantly, reduce the 

communication between common node and sink node. 

This greatly reduces the communication overhead of 

the network and prolongs the network life cycle [28]. 

Cluster-based network structure is mainly composed of 

three parts: common node (CN), cluster head node 

(CH), Sink node (SN). Cluster-based network structure 

is shown in Figure 1. 

Sink node

Cluster head node Cluster head node

Common node Common node Common node Common node
 

Figure 1. Cluster-based network structure 

Before the network intrusion detection, IPSO-SVM 

algorithm should be applied to a large number of 

experimental data for offline learning. In this way, we 

can get the IPSO-SVM detection mechanism. Then the 

IPSO-SVM detection mechanism is loaded on all 

nodes in the wireless sensor network. 

Intrusion detection stage, the multi-layer co-

detection mechanism is adopted in this paper. In the 

first layer, the Sink node perceived itself threatened, 

Sink node will send a broadcast to the cluster head 

node to activate the IPSO-SVM detection mechanism 

of cluster head node. In the second layer, the cluster 

head node began to detect, if an anomaly is detected, 

the cluster head node sends the abnormal node data to 

the Sink node. If an anomaly can not be determined, 

the cluster head node sends a broadcast to the common 

node within the cluster to deactivate the IPSO-SVM 

detection mechanism of the common node. In the third 

layer, the data is detected by the common node, if the 

anomaly is detected, the abnormal data is reported to 

the Sink node by the common node. Finally, Sink node 

according to their own possession of the detailed data, 

to make the final decision. 
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5.1 Cluster Election 

CH is elected dynamically according to his energy. 

The most common clustering method is the LEACH 

(Low Energy Adaptive Clustering Hierarchy) 

algorithm, the LEACH algorithm randomly chooses 

the cluster head nodes in a round way, and distributes 

the energy load of the whole network to each sensor 

node in an average way, thus reducing the network 

energy consumption and improving the overall 

network lifetime. The LEACH algorithm selects the 

cluster head with the idea that each sensor node 

randomly generates a random number between 0 and 1, 

if the random number is selected to be less than a 

certain threshold, then the node is elected as the cluster 

head node. The representation of the threshold is given 

by the formula (13):  

 

( )
1

1 ( )

( )

0

p
  , if n G

p r mod 
p

T n

                      ,    otherwise 

⎧
∈⎪

−⎪
⎪⎪

= ⎨
⎪
⎪
⎪
⎪⎩

 (13) 

Where p  is the probability that the node is selected 

as the cluster head node, r  is the current round 

number,, and G  is the set of nodes that have not been 

elected as cluster heads in the last round of 
1

p
. 

In this paper, the method of literature [29] is adopted, 

on the basis of the LEACH algorithm, the initial 

energy and the residual energy of the node and the 

different network structure are considered. Thus, the 

life cycle of the network is increased and the 

probability that each node is elected as the cluster head 

is no longer the same. The formula for the probability 

of a node being selected as the cluster head node is as 

follows: 

 
( )
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.
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i
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Where, P  is the initial cluster head election 

probability, .

i
S E  is the current energy of the node, 

i
E  

is the initial energy of the node, r  is the current round, 

and 
max
r  is the maximum number of rounds. 

The relationship between the probability 
i
p  of the 

ith node 
i
s  being elected as a cluster head and the 

improved threshold 
n
T  is expressed as follows: 
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p
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The pseudo code for cluster-head election is 

described as follows: 
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Calculate the energy consumed by the cluster head to 

send data packets to the base station

   

End

End

End

� �

  

5.2 IPSO-SVM Intrusion Detection Engine 

The parameters of SVM have important influence 

for the classification capability, if the parameters do 

not enactment appropriate, we can’t get the good 

classification result. The IPSO algorithm is used to 

optimize SVM parameters in this paper, For the 

optimization of the penalty parameter C  and the width 
2

σ  of the kernel function, each particle is set as 

(
i
c ,

i
σ ), SVM detection accuracy is used to express the 

fitness value ( ).fitness i  The steps of optimize the 

parameters as follow (Figure 2): 

(1) Initialization the IPSO algorithm parameters, 

given the maximum number of iterations of max,iter  

the acceleration factors 
1 2
,η η , the maximum weight 

max
w  and the minimum weight 

min
w . 

(2) The particle position is initialized according to 

the penalty parameter and the width of the kernel 

function, that is, the particle position is expressed as: 

[ , ]
i i i
z c σ= . 

(3) Initialize the velocity 
i
v  of the particle. 

(4) Calculate the initial fitness value of the particle. 

(5) Find the global extreme value gdp  and the global 
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extreme point _gdp x  of the particle according to the 

fitness value, and initialize the extremum 
id
p  of the 

individual and the extreme point _

id
p x  of the 

individual. 

(6) The particle velocity, particle position, and 

weight are updated according to equations (9), (10), 

and (12). 

(7) Calculate the particle fitness value ( )fitness i .  

(8) Update the individual extremum 
id
p  and the 

global extremum gdp . 

(9) To determine whether to achieve the maximum 

number of iterations, if the maximum number of 

iterations to reach the end of the process. Otherwise go 

to Step6, continue to carry out. 

(10) Output the parameter sets which are optimized. 

 

Figure 2. The implementation process of IPSO-SVM 

algorithm 

6 Experimental Simulation and Results 

The performance of the detection model is analyzed 

from the aspects of detection rate, false detection rate 

and energy consumption by using the simulation 

experiment to verify the advantage of IPSO-SVM 

detection model based on clustering to wireless sensor 

network. In this paper, MATLAB2015a is used as the 

experimental platform, and 100 nodes are evenly 

distributed to 100 × 100m, the location of the sink node 

is (50,50). After cluster head election probability p = 

0.1 forming cluster, the cluster member node 

communication radius is 50m; the communication area 

of the cluster head node can cover the whole 

deployment area; the communication distance of the 

sink node covers the whole area, and its processing 

capacity is strong and storage space is large. 

The network training and test data were generated 

using the KDDcup`99 dataset [23, 28], which 

contained the normal data set and the attack data set. 

Among them, the attack data set simulation to achieve 

DOS, Probe, R2l, U2l four kinds of attack scenarios, 

which also includes a large number of normal data 

information. As U2l's data set is too small, this article 

only selected DOS, Probe and R2l attack data to 

experiment, which randomly selected training set and 

test set in a ratio of 3:1. In this paper, the parameters of 

IPSO algorithm are selected according to several 

experiments. The parameters of IPSO algorithm are 

shown in the Table 1. 

Table 1. Parameter setting of IPSO algorithm 

Parameters Value 

Population number 30 

Acceleration factor η1 1.5 

Acceleration factor η2 1.6 

itermax 50 

wmax 1.2 

wmin 0.8 

6.1 Feature Selection and Preprocessing of 

Data 

Because the data collected is multi-dimensional, the 

ReliefF algorithm is used to select some features with 

higher trust value in this paper, so as to reduce 

dimension and remove noise. The specific steps of 

ReliefF algorithm are described as follows [24]. 

Suppose that the data set is D , m  is the sampling 

number of samples, the threshold of feature weight is 

δ , k  denotes the number of nearest neighbor samples, 

and the output weight of each attribute is T . The 

pseudo code is represented as follows: 
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H (j 1,2, ,k)

Set all   to  and T to empty sets.

For i  to m   do

Randomly select  a sample R from D
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Where ( )W A  is the weight of feature ,A  the 

expression for ( )W A  is as follows: 

1
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∑
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Here, R  is the extracted sample, H  is the 

immediate sample of R , ( )p C  is the ratio of class C  

samples on the total samples, ( , , )diff A R H  is the 

distance between the sample R  and the sample H  

with respect to the feature A , ( )
j

M C  is the jth  

nearest neighbor sample of the different class C . 

The results of feature extraction by ReliefF 

algorithm are shown in Table 2. 

Table 2. Select the attributes by the feature selection 

Attribute 6 12 23 24 29 32 33 34 

 

Since the raw data after feature selection can not be 

directly applied to the detection model, the data need to 

be preprocessed into IPSO-SVM detection mechanism 

to identify data. In this paper, Min-Max is used to 

preprocess the data, as shown in equation (17): 

 
min( )

max( ) min( )

x x

x

x x

−

=

−

 (17) 

6.2 Detection Performance Analysis 

To evaluate the effectiveness of the proposed model, 

the most efficient intrusion detection model is 

determined by two metrics:detection rate and false 

alarm rate [22-23]. 

Detection Rate, called DR, is defined as: 
m

DR
M

= , 

m  indicates the number of sample that correctly 

detects the attack, M  represents the total number of 

attacks. 

False positive rate, called FPR, is defined as: 

n
FPR

N
= , n  indicates the number of sample that 

wrongly detects the attack, N  represents the total 

number of normal samples. 

In order to find the best SVM parameters, we use the 

improved PSO (IPSO) algorithm to optimize the SVM 

parameters. Population size in the IPSO algorithm is 30, 

the acceleration constants 
1

η  and 
2

η  are 1.5 and 1.6 

respectively, evolutionary times take 50 times, the 

number of cross validation is v  = 4, and the penalty 

factor and the kernel function width are between [2^-5, 

2^5]. In order to get the best parameters of the SVM, 

we first need to determine the value n  of the weight 

update in the IPSO algorithm. After several 

experiments, we get n  = 3, the optimal curve shown in 

Figure 3. 

 

Figure 3. Different optimization curves of different n  

values 

In terms of algorithm performance improvement, the 
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IPSO-SVM model is compared with the standard PSO-

SVM model [13] and the GA-SVM model [7], and the 

optimal curve and the best penalty factors and kernel 

widths are shown in Figure 4 and Table 3, respectively. 

 

Figure 4. IPSO, PSO and GA on the SVM parameters 

of the optimized curve 

Table 3. Best c  and best σ  are obtained by different 

optimization algorithms 

category bestc  bestσ  

GA-SVM 8.1165 29.4262 

PSO-SVM 21.9228 29.3232 

IPSO-SVM 8.0493 27.5853 

 

It can be seen from Figure 2 that the IPSO for SVM 

parameters optimization step of convergence is 5, the 

PSO and GA for SVM parameters optimization step of 

convergence are 10 and 18 respectively. IPSO and PSO 

algorithm to optimize the SVM for fitness values are 

reached 98.9697, the fitness value of SVM optimized 

by GA algorithm is 98.76。It can be seen that the 

IPSO-SVM model is superior to the PSO-SVM and 

GA-SVM in terms of convergence speed and detection 

accuracy. 

In order to verify the effectiveness of the proposed 

IPSO-SVM algorithm, the test samples are tested and 

compared with PSO-SVM algorithm and GA-SVM 

algorithm. The test results are shown in Table 4. 

Table 4. test results of the three algorithms on the test 

sample 

Detection rate False positive rate 
category

Dos Probe R2l Dos Probe R2l 

PSO-SVM 98.40% 95.20% 93% 1.76% 2.35% 5.65% 

GA-SVM 98.40% 95.40% 92.5% 2.30% 3.94% 5.23% 

IPSO-SVM 98.40% 96.20% 95.5% 1.54% 2.36% 4.50% 

 

As shown in Table 3, the IPSO-SVM detection 

model is superior to the GA-SVM model and the PSO-

SVM model in detection rate and false positive rate. In 

terms of detection rate, the detection rate of the three 

detection algorithms for Dos attack is the same. For the 

Probe attacks and R2l attacks, the detection rate of 

IPSO-SVM was 0.8% and 3% higher than that of GA-

SVM, respectively; And the detection rate of IPSO-

SVM was 1.0% and 1.5% higher than that of PSO-

SVM, respectively. This model is better than the other 

two models in terms of detection rate, because this 

article with the improved PSO algorithm and SVM 

algorithm fusion, combines the local search ability of 

IPSO algorithm and global search ability and ability of 

detecting the SVM, that allows the model to quickly 

found invasion and improves the detection rate. In 

terms of the false positive rate, the FPR of IPSO-SVM 

was 0.76%, 1.58% and 0.73% lower than that of GA-

SVM for three attacks, respectively; the FPR of IPSO-

SVM was 0.22%, 0.01% and 1.15% lower than that of 

PSO-SVM for three attacks, respectively. Because 

multi-layer co-detection mechanism is adopted in this 

paper, which reduces the possibility that there are other 

models where the anomaly is mistaken for an intrusion, 

thereby reducing the False positive rate. 

In order to evaluate the time of calculation of the 

algorithm proposed in this paper, in the case of the 

same training samples and the same number of 

iterations, the computational complexity of the new 

algorithm is evaluated by comparing with the training 

times of the PSO-SVM and GA-SVM algorithms, the 

training time of the three algorithms obtained from the 

experiment is shown in the Table 5. 

Table 5. Training time for three different algorithms 

Algorithm Training time(s) 

GA-SVM 360.63 

PSO-SVM 330.32 

IPSO-SVM 323.86 

6.3 Analysis of Energy Equilibrium 

In order to verify the effectiveness of the improved 

LEACH algorithm, the algorithm proposed in this 

paper is compared with the LEACH algorithm. After 

the experiment, we get the number of dead nodes and 

the residual energy of the nodes in each cycle as shown 

in Figure 5 and Figure 6. 

 

Figure 5. The change of death node with time 
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Figure 6. the variation of residual energy with time 

It can be seen from Figure 5 and Figure 6 that the 

two algorithms have no node death in the first 700 

cycles. Since cluster nodes selected based on cluster 

distribution are nodes with more residual energy, the 

energy consumption is homogenized, thus increasing 

the life cycle of the entire network. In the 1000th cycle, 

LEACH algorithm nodes have all died, so the energy 

consumption does not change, while our model, there 

are 40 surviving nodes, energy consumption is half of 

the total energy. Therefore, our model has advantages 

over the LEACH algorithm, both in terms of dead 

nodes and energy consumption. 

7 Conclusion 

In this article, IPSO algorithm and SVM algorithm 

are combined as the detection mechanism of wireless 

sensor networks. The detection mechanism has a 

strong global search capability and classification ability, 

which not only improves the detection accuracy of 

known attacks, but also improve the detection rate of 

unknown attacks. In addition, our intrusion detection 

model takes advantage of cluster-based architecture, 

which uses the improved LEACH algorithm to cluster 

the wireless sensor networks, so that the energy of the 

sensor nodes is balanced. compared with the GA-SVM 

and PSO-SVM detection mechanisms, the 

experimental results show that the model proposed in 

this paper, both the detection rate and the false alarm 

rate are better than the GA-SVM and PSO-SVM 

detection mechanisms; At the same time, The 

convergence rate of the IPSO-SVM is faster than that 

of GA-SVM and PSO-SVM. In addition, In addition, 

compared with the LEACH stratification algorithm, the 

algorithm used in this paper makes the energy of the 

node more balanced, effectively reducing the energy 

consumption of the network, greatly prolonging the 

whole network life cycle. 
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