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Abstract 

With the continuous development and expansion of 

electronic technology, network communication began to 

appear abnormal communication, and abnormal network 

communication generated by weak correlation data is 

difficult to be eliminated. In order to solve the above 

problems, this paper proposes a detection method of 

abnormal weak correlation data in network communication 

based on feature analysis. The proposed method updates the 

basic detection principle of the traditional method and adds 

the steps to set abnormal weak correlation data feature types 

by using association rule to get more difference features 

between normal and abnormal data. The method tests 

abnormal flow data by using Netflow system, unifies data 

format, and extracts abnormal weak correlation data feature 

in abnormal flow according to coarse grain size 

representation. The information entropy is used to define the 

standard information entropy of abnormal weak correlation 

data. The weak correlation data is detected in fractal 

dimension for different time periods, and anomaly detection 

results are obtained. Experimental results show that the 

proposed method can effectively improve the adaptive 

ability of network communication. 

Key words: Network communication, Weak correlation 

data, Feature analysis, Association rules, 

Information entropy, Anomaly detection 

1 Introduction 

Electronic technology plays an increasingly 

important role in contemporary people’s lives and 

production, and network technology has been taken 

seriously. The development of massive data network 

communications, developing with network technology 

at the same time, is facing enormous challenges in 

today’s development background, such as network 

intrusion, zombie data, worms, communication denial 

of service [1], which affects network user-related 

interests and is likely to cause network paralysis [2]. 

When there are large-scale abnormal weak correlation 

data in network communication, general detection 

technology cannot issue alarms in a timely manner [3], 

which is because although weak correlation data 

network flow changes are easy to be found [4], data 

characteristics correlation is small, and is very easy to 

be missed or false detected [5]. To this end, domestic 

and foreign research units have begun to proceed with 

abnormal weak correlation data detection technology 

research to improve the adaptive capacity of network 

communications. 

[6] proposed an abnormal weak correlation data 

detection method based on support vector regression. 

The proposed method uses support vector regression 

estimation model to avoid individual large regression 

error, and consider the linearity characteristics of 

regression linearity as a whole. The purpose of 

abnormal weak correlation data detection is realized by 

identifying the associated data in the measured data, 

comparing residuals between the estimated estimates 

and the measured values. However, the method has the 

problem of complex process and time-consuming 

detection. [7] put forward an anomalous weak 

correlation data detection way based on fast 

decomposition orthogonal transformation state 

estimation algorithm, which detects and discriminates 

the anomalous weak correlation data based on fast 

decomposition orthogonal transformation state 

estimation algorithm by successfully applying 

hypothesis checking identification and measuring 

compensation. Anomalous weak correlation data set is 

established based on the transformation of augmented 

measurement Jacobian matrix, and orthogonal 

transformation state estimation algorithm is introduced 

to realize the purpose of abnormal weak correlation 

data detection. But the method has poor detection 

ability. [8] proposed a detecting method of abnormal 

weak correlation data based on variable width 

histogram, which aggregates abnormal weak 

correlation data in the network communication into a 

width histogram for the detection of abnormal weak 

correlation data, and avoids unnecessary data 

transmission, but the method has a problem of large 

detection error. [9] divided network characteristics into 

several grades with different similarity degree, and 

weak correlation data is extracted by advanced 

mathematical statistics principle. However, when 

facing user illegal operation, burst data congestion and 
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network intrusion, the test results appear unstable. 

In view of the above problems, this paper proposes a 

detection method of abnormal weak correlation data 

based on feature analysis in network communication. 

Firstly, the causes and detection principles of the 

related problems are illustrated, and network 

communication anomaly weak correlation data 

detection method based on feature analysis is designed. 

The detailed description of weak correlation data in 

network communication is carried out, and 

experimental comparison is made. Experiment results 

show that the proposed method can effectively improve 

the adaptive ability of network communication. 

2 Problem Description 

2.1 Basic Detection Principle of Abnormal 

Weak Correlation Data 

The proposed method of abnormal weak correlation 

data detection in network communication based on 

feature analysis is based on the scientific and 

technological achievements of the previous researchers, 

and abnormal weak correlation data is detected by 

normal means, and then the weak links are updated to 

improve detection performance. The basic detection 

principle is divided into five steps, namely, abnormal 

flow extraction, weak correlation data feature 

extraction, normal data exclusion, abnormal weak 

correlation data detection, and test result output [10], 

as shown in Figure 1. 

 

Figure 1. Basic detection principle of abnormal weak 

correlation data 

2.1.1 Abnormal Flow Extraction 

Devices perform exception flow extraction are 

usually distributed over network communication 

terminal, and each terminal has the same status. They 

upload abnormal flow to the host independently [11]. 

Usually there are many network communication 

terminals which generate abnormal flow, so a number 

of host agents is set up for terminal flow classification 

in their respective jurisdictions and then uploads to the 

host at the same time, as shown in Figure 2. It is worth 

mentioning that because network communication is 

heterogeneous, host agents’ network structures are 

different. After abnormal flow extraction, feature 

format must be unified. 

 

Figure 2. Abnormal flow extraction principles 

2.1.2 Weak Correlation Data Feature Extraction 

The treatment process of this process is very 

different in different detection methods, so they are not 

enumerated. 

2.1.3 Normal Data Exclusion 

Normal and abnormal are two corresponding 

theories. Weak correlation data contains normal data 

and abnormal data, and the characteristics between 

them are very different. Literature analysis can be used 

to set the characteristic types. Detection method will 

take the initiative to establish abnormal weak 

correlation data measurement criteria in weak 

correlation data feature extraction [12]. From the 

opposite direction of thinking, it can exclude normal 

data. The excluded normal data is aggregated in the 

buffer and output together with the test result. If the 

accuracy of the test results is not enough, the data in 

the buffer can be transferred to correct. 

2.1.4 Abnormal Weak Correlation Data Detection 

According to abnormal weak correlation data feature, 

we can detect the abnormal situation in weak correlated 

data, and compare with the normal data to see if there 

is any consistency between the two and analyze the 

difference between the two. Compare the test result. 

2.1.5 Test Results Output 

The result of the test is got from network 

communication management center [13]. The 

communication manager will analyze the detection 

result deeply, and then adjust the abnormal situation of 

network communication, which can provide the basis 

for the optimization of weak correlation data detection 

method. 
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2.2 Detection Method for Abnormal Weak 

Correlation Data Based on Feature 

Analysis 

The processing steps of the proposed method, 

abnormal weak correlation data in network 

communication based on feature analysis, is shown in 

Figure 3. Its update of the basic detection principle is 

the depth of analysis on weak correlation data 

characteristics. This step is added due to the fact that 

there are many types of abnormal data in weak 

correlation data, and there is a strong correlation 

between normal and abnormal data characteristics [14]. 

Therefore, we use association rules to better express 

the characteristics of the association between weak 

correlation data and abnormal network communication. 

Association rule is a form like X Y→ , in which X and 

Y are called antecedent or left-hand-side(LHS) and 

consequent or right-hand-side(RHS). 

 

Figure 3. The processing steps of the proposed method 

Association rule is a similarity-based processing 

scheme in feature analysis. It is also a machine 

learning method. It will establish association rules for 

the characteristic parameters of weak correlated data in 

network communication, and reflect the similarity 

degree of network flow, data structure and data type 

[15]. According to the data analysis based on 

association rules, we can find out the reason and 

location of abnormal weak correlation data in network 

communication, and then eliminate the useless data 

characteristics, and get difference characteristics 

between normal and abnormal data. 

Association rule is adopted to correct weak 

correlation data feature to optimize real-time and 

communication cost of traditional detection method 

and avoid the neglect of internal data characteristics 

when feature type is set up directly by literature 

analysis method [16], so that the abnormal weak 

correlation data can be easily extracted. In addition to 

the network flow, the research object of association 

rule also includes node service content and routing 

protocol in network communication. It emphasizes 

unite statistical characteristics of weak correlated data, 

and mines the implicit information between data 

features. It plays the role of real time network intrusion 

prevention, and makes a warning to user’s illegal 

operation immediately. The proposed method has so 

many optimization functions because abnormal weak 

correlation data detection in network communication 

based on feature analysis is sensitive to abnormal 

behavior of network communication and is of high 

precision in classification of high dimensional data 

characteristics compared with the detection steps 

without updating, and it can explain why there are 

abnormal behavior of network communication. It can 

tap the characteristics structure to flexibly cope with 

the dynamic changes in feature parameters, effectively 

solve network communication malpractice, and 

coordinate the relationship between user needs and 

business volume. 

3 Weak Correlation Data Detection 

Details in Network Communication 

3.1 Abnormal Flow Extraction 

The medium that network communication anomaly 

weak correlation data detection method based on 

feature analysis uses in extracting the abnormal flow in 

network communication is Netflow system. The 

system contains data exchange protocol, which can 

collect data coordinates orientation, express the real-

time status of network flow, and is international 

common measurement and analysis agreement [17]. 

Network communication host agent will use Netflow 

system to test the validity of abnormal flow data 

uploaded by the terminal. Netflow system processing 

block diagram is shown in Figure 4. 

 

Figure 4. Netflow system processing block diagram 

It can be seen from Figure 4 that Netflow system is 

mainly composed of flow aggregation, database and 

flow analysis. Network communication host agent gets 

abnormal flow. Data exchange protocol will deal with 

abnormal flow with the network’s routing protocol, 

and consolidate them to the database by traffic 
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aggregation port. The abnormal flow stored in the 

database will not be deleted, and the weak correlation 

data is also accumulated. Flow analysis port will 

monitor the real-time flow based on the historical flow 

characteristics provided by association rules (the first 

analysis is based on literature analysis method [18]). If 

there is no abnormality, Netflow system generates a 

Netflow packet to the host. 

Netflow packets have two roles: one is abnormal 

flow classification summary, the second is unified 

exception data format. Table 1 describes the data 

format used for Netflow packets. 

Table 1. Data format used by Netflow packets 

Start byte Representation 

0  Data source orientation 

4  Communication port position 

9  Next hop routing orientation 

13  Simple network management protocol slogan 

16  Total data stream 

22  Beginning and end time of data flow 

25  Communication port number 

30  Identification, service and other information 

33  Communication secret key 

 

3.2 Weak Correlation Data Feature Extraction 

Method Based on Coarse Granularity 

In network communication, abnormal network flow 

caused by abnormal weak correlation data mainly 

includes distributed denial of service, illegal port 

scanning, illegal network scanning, worm, 

instantaneous congestion and Alpha attack [19]. These 

abnormal weak correlation data characteristics are in 

Table 2. 

Table 2. Characteristic introduction to abnormal weak correlation data 

Kinds Characteristics 

Distributed denial  

of service 

A number of communication origins uploads massive data streams to the same communication node, 

with a single upload time of no more than 20 minutes and has the possibility of including an illegal 

communication destination. 

Illegal port scanning Target communication has a high degree of aggregation and the ports are evenly distributed 

Illegal network 

scanning 

High degree of aggregation in target communication port number with high degree of dispersion 

Worm 
Target communication directions have a certain similarity under the premise that communication port 

number is fixed. 

Instantaneous 

congestion 

The same number of communication terminals in congestion area, or ports with similar terminal 

communication port number simultaneously issues a communication request. 

Alpha attacks 
A number of communication starting point upload large-capacity data packets to the same 

communication node, and a single upload time is not higher than 10min. 

 

In order to avoid the fail in rapid analysis of weak 

related data due to excessive network flow, the 

proposed method adopts coarse grain size method to 

extract the feature of abnormal weak correlation data. 

Coarse grain size is a method that only studies object 

type and does not explain the particular behavior of the 

object. The anomalous weak correlation data feature 

type is regarded as granularity, and granularity is 

divided into coarse grain size and fine grain size [20]. 

Because network communication anomaly weak 

correlation data detection method based on feature 

analysis has established association rules for abnormal 

flow, only coarse grain size can be used to study 

feature types to improve precision detection and save 

detection time. 

Abnormal weak correlation data adopts coarse grain 

size to express their own differences with other data, 

and abnormal weak correlation data characteristics will 

monotonically increase with coarse grain size gets 

greater, that is, data differences increase. Array 

language is used in calculating coarse grain size that 

compares the size of data feature only and does not 

perform accurate calculations. Set the size of coarse 

grain size of bodies to be compared with each other x 

and y, and belong to the jurisdiction of different host 

agents
1

R and
2

R , and if 
1 2

xR yR⇒ , the coarse grain 

size of x is larger than that of y [21]. Array coarse 

grain size according to this principle, some of the 

weakly correlated data features that are of small coarse 

grain size will be extracted. The normal data in 

abnormal flow according to Table 2 and association 

rules will be deleted. 
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3.3 Anomaly Weak Correlation Data 

Detection Based on Information Entropy 

Information entropy is used to describe probability 

and information redundancy in feature analysis, and it 

is a form of coarse grain size expression originated in 

thermodynamics. American mathematician Claude 

Alwood Shannon once argued that “The uncertainty of 

information is similar to the disorder of particles in 

thermodynamics [22]”, proving the feasibility of 

information entropy in weak correlated data in network 

communication. Therefore, the proposed network 

communication anomaly weak correlation data 

detection method based on feature analysis uses 

information entropy to describe the disorder of 

correlated data. The expression of information entropy 

is shown in equation (1): 

 
2

1

( ) log ( )
n

i i

i

H S P P

=

= −∑  (1) 

In the formula, S is the total capacity of network 

communication packet, n is the total number of 

packets,
i
P  indicates the probability of the existence of 

abnormal data, i is characteristic order. (S)H  is 

essentially the average capacity of network 

communication packets. 

If the network communication packets in different 

time periods are disordered, weak association data of 

the packets will form a random task packet [23]. In the 

definition of information entropy, the characteristics of 

abnormal weak correlation data are expressed in coarse 

granularity, and the characteristic X entropy of 

abnormal weak correlation data in network 

communication is calculated according to different 

time periods. The expression is as follows: 

 
2

1

( ) log ( )
N

i i

i

H X P P

=

= −∑
 

(2) 

In the formula, N  is the total feature, 
1

1
N

ii
P

=

=∑ . 

The expression of (2) is the distribution rules of 

abnormal weak correlation data in data packet. The 

smaller ( )H X and the distribution of abnormal weak 

correlation data are more intensive. The anomalous 

weak correlated data region is refined, and 

communication anomaly detection is carried out 

directly on weak correlated data region with weak 

distribution. Considering the existence of multiple 

dimensions in network communication data, it is 

necessary to place the data of different dimensions in 

different vector machines, and detect weak correlation 

data in different time periods in divided dimensions in 

order to improve detection efficiency. The detection 

diagram is shown in Figure 5. 

 

Figure 5. Schematic diagram of anomalous weak 

correlation data detection based on information entropy 

Regardless of any dimension, the actual information 

entropy of the abnormal weak correlation data has a 

large difference with the standard information entropy 

[24], and difference threshold is set according to the 

actual situation of network communication. Here, the 

threshold is set toO , which is equal to the variance 

value between feature sort i  and feature arrangement 

after dimension classification. Set the standard 

information entropy as
i

H , then: 

 
(1 ) , t 2

, t 2
i

aO a O
H

O

+ − >⎧
= ⎨

≤⎩
 (3) 

In this case, a  is weak correlation data 

characteristic of network communication abnormality 

detection that is currently being performed, t is time 

period. t 2> represents the homeopathic calculation 

from the second time period. t 2≤ represents the first 

time period. In summary, although the use of 

information entropy method can optimize network 

communication abnormal weak correlation data 

detection, but it still needs experiment proof. 

4 Experiment 

4.1 Test Set Preparation 

In network communication adaptive ability test of 

network communication anomaly weak correlation 

data detection method based on feature analysis, virtual 

test set and real data set are selected in a university 

campus network. The virtual data set inputs abnormal 

weak correlated data that is likely to be encountered to 

network flow based on specific weight. The extraction 

time of the network flow is from 9:00 am to 3:00 pm 

on October 30, 2016, and abnormal flow is selected 

from CAIDA data, which contains some of the more 

influential network flow anomalies. 

There are abnormal weak correlated data 

characteristics in virtual data set, which includes 

worms, distributed denial of service, and Alpha attacks. 

Worms hide their features by cyclical intrusion, 

thereby reducing network communication efficiency by 

invading once every fifteen minutes; distributed denial 
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of service takes effect after the first 10 minutes, the last 

ten minutes and the middle 20 minutes of the intrusion 

network flow. Worms, distributed denial of service and 

Alpha attacks account for 10%, 30% and 5% of total 

network flow. Figure 6 shows that (a) is network total 

flow, which shows a smooth floating trend; (b) is 

virtual data aggregate flow, and is basically consistent 

to the total network flow waveform; (c) is the total 

network flow of abnormal weak correlated data, 

invaded by worm (0min~150min), distributed denial of 

service (150min~250min) and Alpha attack 

(250min~350min). 

The real data set extracts the network flow in the 

network flow on October 30 and 31, 2016, as shown in 

Figure 7. There are four abnormal flow problems 

caused by weak correlation data in network flow on the 

30th, and there are three places on 31st. Table 3 shows 

the statistics of the two test sets. 

 

(a) Network total flow (b) Virtual data aggregate flow (c) The total network flow 

Figure 6. Virtual data set flow curve 

 

Figure 7. Abnormal flow curves in real data set 

Table 3. Test set attribute statistics table 

Virtual Data Set 
Attribute 

Worm Distributed denial of service Alpha attacks 
Real Data Set 

Number of packets / number 18435684 78994632 5126785 124685443 

Packet capacity/GB 0.751 3.19 2.47 10.21 

Intrusion speed/Mbps 99 88 102 123 

Number of false communication 

ports / number 
913344 9453 2344680 942351 

 

4.2 Adaptive Test of Network Communication 

ROC curve is used to describe the adaptive 

capability of network communication in this paper. 

ROC curve is receiver operating characteristic curve, 

which can express the accuracy and misjudgment rate, 

and intuitively obtains the sensitivity of the method to 

be measured, that is, the adaptive ability. In order to 

improve the reliability of the experimental results, the 

other two methods of abnormal weak correlation data 

detection are compared with the proposed method. One 

of the methods is the weighted moving detection 

method. It can automatically adjusts itself according to 
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situation of data flow by training the window to update 

timely. In view of these advantages, it can be used as a 

method of abnormal weak correlated data detection to 

ensure the continuous data flows to be focused in 

classification processing of abnormal detection. The 

experimental results of the same type are plotted in the 

same ROC curve, as shown in Figure 8 and Figure 9. 

 

(a) Worm 

 

(b) Distributed denial of service 

 

(c) Alfa attack 

Figure 8. Virtual data set ROC curve 

 

(a) 30th 

 

(b) 31st 

Figure 9. Real data set ROC curve 

As shown in Figure 8, because worm is the original 

intrusion of virtual data set, so the network 

communication enhancement adaptive ability of the 

three methods for abnormal weak correlation data 

detection in early detection is not very strong, however, 

the proposed method’s network communication 

adaptive ability still excels than support vector 

machine detection and weighted mobile control 

detection method. In later detection, only this method 

has achieved 100% adaptive capacity. In Figure 8(b), 
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because the intrusion flow of distributed denial of 

service is very large, the self-adaptability of the pre-

detection network communication cannot reach 100% 

quickly, but ROC curve float ability is far less than that 

of Figure 8(a). The proposed method has the strongest 

self-improvement ability in network communication. 

In Figure 8(c), the intrusion flow of Alfa attack is small 

and at the late stage of the invasion, so the detection 

effect of the three methods is improved. The proposed 

method can still make network communication get the 

best adaptive ability. 

It can be seen from Figure 9 that the less is abnormal 

network communication caused by weak correlation 

data, the less the three methods’ adaptive ability 

improvement, which is a limit chain reaction. In the 

three methods, the proposed method has the strongest 

ability to improve the adaptive ability of network 

communication. 

5 Conclusion 

In this paper, the method of network communication 

anomaly weak correlation data detection based on 

feature analysis is studied, and the adaptive ability of 

network communication is improved effectively. 

Through experimental analysis, several finds are 

concluded: 

(1) The network communication enhancement 

adaptive ability of the three methods for abnormal 

weak correlation data detection in early detection is not 

very strong, however, the proposed method’s network 

communication adaptive ability still excels than 

support vector machine detection and weighted mobile 

control detection method. In later detection, only this 

method has achieved 100% adaptive capacity; 

(2) On 30th, the proposed method’s real data set 

ROC curve quickly reached a balance, compared with 

the other two methods, and it has been better than the 

other two methods; 

(3) On 31st, although its sensitivity has a certain 

degree of rise with the use of support vector detection 

and weighted motion detection method, the use of the 

proposed method’s sensitivity has been better than that 

of support vector testing and weighted motion 

detection method. 

Although the proposed optimization method can 

improve the detection efficiency of abnormal weak 

correlation data in network communication, the 

detection process is more complicated. In the 

subsequent optimization work, we can focus on the 

extraction of abnormal weak correlation data, shorten 

the extraction time, and optimize the detection 

efficiency of abnormal weak correlation data. 
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