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Abstract 

The present study developed a novel learning system 

by using a combination of motion-sensing interaction, 

augmented reality, and mid-air projection technologies. 

To measure the system usability, user satisfaction of 

system interactions, and the relationship between users’ 

operation behaviors and their emotions for users of 

different learning styles, the present study used the VAK 

learning styles questionnaire, the system usability scale 

(SUS), the questionnaire for user interaction satisfaction 

(QUIS), and sequence analysis. A total of 43 users from 

Tainan, Taiwan participated in this study. 

The experiment results showed that the SUS had a 

mean score of 73.8 (indicating favorable system usability) 

and that the user satisfaction scale had a mean score of 

5.46 (which was higher than the mean of 4 on the 7-point 

scale, indicating that the users were subjectively satisfied 

with the system’s human-computer interactions). The 

present study obtained the following results: On the 

whole, the users were more likely to change from courses 

to games when they experienced negative emotions; users 

with a visual learning style were likely to switch between 

courses and games when they experienced negative 

emotions; the vast majority of the operation behaviors of 

users with an auditory learning style were categorized as 

“no emotions” because the teaching materials that were 

favorable to such a learning style were insufficient; and 

that the operation behaviors of users with a kinesthetic 

learning style were relatively more diversified, in which 

none of the operation behaviors accounted for a high 

percentage. 

Keywords: Motion-sensing interaction technology, 

Augmented reality, Mid-air projection, 

Affective learning system 

1 Introduction 

Because of the constant changes in digital 

technology and the diversification of teaching media 

and learning aids, learning contents and the 

presentation of teaching materials have become 

increasingly rich. Recent studies have shown that by 

combining motion-sensing technology with augmented 

reality technology in teaching [1-2], users’ learning 

motivation and participation can be elevated and 

superior learning results can be achieved. Concerning 

positive and negative emotions, the former facilitates a 

smooth learning process [3], whereas the latter leads to 

learning difficulties. To enable computers to recognize 

users’ emotions, the present study introduced an 

emotion recognition mechanism to a system and used 

learning interactions to improve users’ emotions and 

their learning results [4]. 

The present study developed a novel learning 

environment by combining motion-sensing technology 

with augmented reality and mid-air projection 

technologies. In addition, the present study presented 

an affective learning system, in which an emotion 

recognition mechanism was employed to facilitate user 

interactions. The goals were to “manage” user 

emotions to elevate their involvement, learning 

motivation, and learning participation as well as to 

identify the behaviors of users with different learning 

styles. Accordingly, this study explored the following 

questions: 

(1) What was the usability of the affective learning 

system combined with motion-sensing, augmented 

reality, and mid-air projection technologies? 

(2) How satisfied were the users with the user 

interactions provided by the system? 

(3) What was the relationship between users’ 

operation behaviors and their emotions? 

(4) What were the differences between users of 

different learning styles in terms the relationship 

between their operation behaviors and their emotions? 
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2 Literature Review 

2.1 Affective Computing 

Affective computing analyzes changes in people’s 

physiological signals (e.g., words, voices, 

electroencephalography [5] and facial expressions) to 

understand people’s emotions and make appropriate 

responses [6]. Of the many methods that can be used to 

recognize emotions, facial expression recognition is 

commonly used. The driver fatigue can be detect by 

eyes pattern or motion ian image processing [7], and 

multiple facial expression recognition methods have 

already been developed [8-10] and even to understand 

a combination of different emotions [11]. 

Emotion is one of the key factors influencing 

people’s learning. Positive emotions enhance people’s 

problem-solving abilities [3]. Many studies have 

already attempted to elevate users’ learning results by 

influencing their emotions, and affective tutoring 

systems are considered a major tool that can influence 

such emotions [12-15]. Affective tutoring systems 

detect users’ learning status and emotional state to 

provide appropriate and timely feedback [16]. Ammar, 

et al. [17] detected and determined users’ emotions by 

using their facial expressions. Alepis and Virvou [18] 

combined ontology with emotions expressed by system 

users to explore the teaching strategies to be used for 

different user emotions. Graesser, et al. [19] built a 

tutoring system with affective factors that successfully 

elevated users’ learning results. Sarrafzadeh, et al. [20] 

provided a set of emotion-oriented counselling for 

elementary school math classes. Wang, et al. [21] 

introduced a system that collected users’ emotions that 

they actively express in the learning process to 

determine what type of feedback should be given by 

the system design agents. Calvo and D’Mello [22] 

conducted a survey described recent developments in 

the field of affective computing with emphasis on 

affect detection, and it explicitly explored the 

multidisciplinary foundation and provided meta-

analyses on current reviews of affect detection systems 

that focus on traditional affect detection modalities like 

physiology, face, and voice, and also discussed 

emerging research. Therefore, this research referred to 

the survey to develop facial expression recognition 

module in order to detect emotion with the emotion 

classifiers. Misra and Saha [23] studied differs from 

the related existing works, which focus on detecting 

emotions of the users based on their activities. 

2.2 Motion-Sensing Interaction Technologies 

Because of the advances in technology, human-

computer communication has evolved from being 

human-machine interface-based (which involves the 

use of a keyboard and a mouse) to being natural user 

interface-based (NUI-based) (which involves the use of 

people’s natural body movements). The 

commercialization of motion-sensing devices such as 

Microsoft Kinect, Asus Xtion, and Leap Motion has 

further driven the development and application of 

motion-sensing interaction technologies. In addition, 

because these devices generally feature corresponding 

development tools and convenient development 

methods, many scholars became involved in studies 

that utilized motion-sensing interaction technologies. 

Various natural body movement-based operating 

methods of motion-sensing technologies have been 

proposed, such as the body movement method and the 

hand gesture method [2], and a study presented 

recently a system for pedestrian tracking and activity 

recognition in indoor environments using exclusively 

common off-the-shelf sensors embedded in 

smartphones[24]. 

Homer, et al. [2] developed a set of motion-sensing 

e-book reading systems by using various body 

movements, in which they found that motion-sensing-

based word-learning games significantly improved 

young children’s sight word recognition and that 

children enjoyed the games very much.  

Berri, et al. [25] employed Kinect Sensor to enable 

robots to locate people’s faces and locations and avoid 

obstacles; the said sensor could also be operated 

through hand gestures. 

2.3 Mid-Air Projections 

Mid-air projections use light refractions and 

reflections to gather light to form three dimensional 

images. Such projections adopt the basic concept of 

Pepper’s ghost, which uses glasses as mirrors by 

placing in front of a dark background. Glasses placed 

at a 45° angle will allow viewers to see images that are 

perpendicular (i.e., at a 90° angle) to their line of sight. 

In addition, because glasses are transparent, they allow 

images from different locations to overlap. Such a 

principle is widely used in stage performances and in 

magic shows [26]. Concerning the display of mid-air 

projections, two main methods are currently used: the 

first involves projecting the images onto a projection 

screen made of transparent materials, and the second 

involves displaying images in a showcase.  

2.4 Learning Styles 

In this study, the users learned by operating the 

motion-sensing system using hand gestures. The 

teaching materials adopted were information presented 

on the screen using display technologies. Because of 

the teaching materials and system employed in this 

study, the visual-auditory-kinesthetic (VAK) learning 

styles model was used in the present study to 

categorize users by learning styles. The VAK learning 

styles model [27] divides users’ learning behaviors 

according to the senses that they used in learning. After 

filling the VAK learning styles questionnaire, users 

were divided into users with a visual learning style, 
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users with an auditory learning style, and users with a 

kinesthetic learning style. Users with a visual learning 

style like to learn by making observations. This type of 

users typically achieves learning results by using 

visually stimulating learning methods. Users with an 

auditory learning style like to acquire new information 

through the auditory sense; when they read, they like to 

read the words out loud or quietly to help them 

memorize the learning content. They acquire 

knowledge and analyze data through hearing and 

achieve learning results by listening to videos and 

teaching materials presented in classes. Users with a 

kinesthetic learning style prefer to learn by using 

physical experience-based learning methods such as 

participating in teaching activities or undergoing total 

physical responses. They like to learn teaching 

materials through physical activities and achieve 

learning results through interactions and object 

operations. 

From the above literature, it is known that emotion 

is one of the important factors that affect people’s 

learning, and there has been much research about the 

technology of emotion detector was applied to various 

teaching categories, but the most of those researches 

provide a common learning environment with 

traditional interface. The biggest difference between 

this study and former studies is that this study 

employed the latest motion-sensor technology to 

provide more intuitive operation and applied 

Augmented Reality technology and Mid-Air 

Projections to create a more immersive environment in 

order to analysis and enhance effectiveness of learners 

with different learning styles. 

3 Research Methods 

3.1 Environment Featuring a Combination of 

Motion-Sensing, Augmented Reality, and 

Mid-Air Projection Technologies 

The present study used the Kinect motion-sensing 

device and referred to related data and human interface 

guidelines developed by Microsoft Kinect to select 

appropriate system operation movements. By using the 

Microsoft Kinect SDK, the Developer Toolkit, and a 

mid-air projection device, this study projected the 

affective learning system onto real world environments. 

Moreover, this learning system was combined with a 

motion-sensing device to allow users control system 

buttons projected onto mid-air with their hand gestures. 

In addition, anthropomorphic interactive agents were 

designed to interact with users. Figure 1 shows an 

environment featuring the combination of motion-

sensing, augmented reality, and mid-air projection 

technologies, in which A is a 24-inch computer screen, 

B is a transparent acrylic board, C is the Kinect device, 

and D is a table. Because the system required users to 

perform the experiment activities while seated, the 

transparent acrylic board used for mid-air projections 

was placed at a 45° angle to the computer screen (i.e., 

the projection device) and within the users’ line of 

sight while they were seated. Also, because images 

projected by computer screens are reversed left and 

right as a result of optical mirroring (similar to images 

seen in mirrors), the present study reversed the images 

first using the software UltraMon to allow the 

projected images to be identical to normal system 

operation images. 

 

Figure 1. An environment featuring a combination of 

motion-sensing, augmented reality, and mid-air 

projection technologies (this image was created by the 

author of this study) 

3.2 Affective Learning System 

The system introduced in this study featured two 

major axes, which were user emotion collection and 

the learning system. Concerning obtaining users’ 

emotions, two methods were employed: for the first 

method, the system directly asked the users to indicate 

their current emotional states; for the second method, 

the system used the facial expression recognition 

function. Regarding the learning system, it covered 

courses, interactive agents, mini games, and system 

records. The overall system structure contained five 

modules: course module, facial expression recognition 

module, interactive agent module, game module, and 

system records module. Reading is one of the main 

ways of learning, but reading is a complex cognitive 

process that is often difficult to observe [28, 29], 

therefore this study observed and analyzed the 

conditions of learners’ reading by affect detection. 

Figure 2 shows the system interface, and Figure 3 

shows the affective learning system (combined with 

motion-sensing, augmented reality, and mid-air 

projection technologies) in operation. 

To develop the facial expression recognition module, 

the system employed open library EmguCV that 

encapsulated OpenCV components by using C#. 

EmguCV featured powerful image processing 

capabilities and many libraries, simplifying system 

developments and reducing system development time. 

The facial expression recognition module adopted the 
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following procedure: first, locate user’s face; second, 

use HaarTraining (which provided target detection for 

OpenCV and could be used to train desired classifiers 

by adjusting its features) and the trained emotion 

classifiers (which classified the emotions of joy, anger, 

surprise, fear, confusion, and sadness) to compare the 

results obtained (i.e., users’ emotions) with existing 

emotion classifier data; and third, identify the user’s 

emotions by matching his/her emotions with the 

emotion classifiers. 

The present study used the six trained emotion 

classifiers to identify users’ facial features and 

expressions. The facial expression recognition module 

followed the following procedures: first, activate the 

Webcam; second, locate user’s face (the objective of 

this step was to limit the facial expression recognition 

area to that of the user’s face to lower the facial 

expression recognition range); and third, identify user’s 

facial expressions by using the six trained emotion 

classifiers. Emotions that matched the emotion 

classifiers’ data would be identified; and those that 

failed to match any emotion classifier were concluded 

as “no emotions.” Once the emotions were detected, 

learning system strategies were deployed. During this 

period, the system continued to run the facial 

expression recognition. 

 

Figure 2. Affective learning system interface 

 

Figure 3. Image of the affective learning system 

(combined with motion-sensing, augmented reality, 

and mid-air projection technologies) 

3.3 Research Tools 

3.3.1 System Usability Scale (SUS)  

This study used the system usability scale developed 

by Digital Equipment Co Ltd. in 1986 to assess users’ 

evaluation of system usability. The system usability 

scale is reliable, fast, convenient, and low in cost [30]. 

In this study, the scale contained 10 items/questions 

and a score was given to each item/question using the 

five-point Likert scale. The scores ranged from 1 to 5, 

in which a higher score indicated higher user 

satisfaction with system usability. 

3.3.2 Questionnaire for User Interaction Satisfaction 

This study used the questionnaire for user 

interaction satisfaction (QUIS) developed by the 

Human-Computer Interaction Lab (HCIL) of the 

University of Maryland, U.S.A. to evaluate the 

relationship between human-machine interface and 

users’ subjective satisfaction [31]. The scale measured 

users’ assessments of six system dimensions (i.e., 

overall reaction of the system, screen display, system 

terminology and information, learnability, system 

performance, and usability and user interface) and 

contained a total of 28 items/questions.  

3.3.3 VAK Learning Styles Questionnaire  

The present study used the VAK learning styles 

scale adopted in another study conducted by Wen [32]. 

The said scale contained 30 items/questions and was 

used in both studies to assess users’ learning styles. 

3.3.4 Message Encoding 

After the experiment, the users’ operation and 

emotional behaviors (stored in the system records) 

were matched with the six facial expressions proposed 

by Ekman and Friesen [33] (i.e., fear, confusion, 

surprise, sadness, anger, and joy). Next, the emotions 

were converted into positive or negative emotions by 

matching them with the two-dimensional emotion 

model (which divided different emotions into different 

locations) introduced by Russell [34]. Next, the 

operation behaviors and emotional states to be 

observed were coded and sequence analysis was 

performed, and the flow chart of the whole experiment 

is shown in Figure 4. 

4 Experiment Results  

4.1 System Usability Analysis 

This study recruited a total of 43 users and analyzed 

43 valid samples. The samples yielded a Cronbach’s 

alpha of 0.819, which indicated that the system 

usability scale demonstrated favorable reliability. The  
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Figure 4. Flow chart of the whole experiment 

system usability scale consisted of the following items 

(Table 1):  

(1) Q1. I used this system frequently: the results 

showed a mean of 3.49 and a standard deviation of 

0.83; 48.8% of the users used this system frequently, 

whereas 7% did not use the system frequently. 

Approximately 44.2% selected “neither yes nor no.” 

which may be due to the relatively low popularity of 

motion-sensing mid-air projection environments 

currently. As a result, the users had a difficult time 

assigning a score. 

(2) Q2. I found this system overly complex: the 

results showed a mean of 4.09 and a standard deviation 

of 0.84; 83.8% of the users did not find the system 

overly complex. 

(3) Q3. I found this system very easy to use: the 

results showed a mean of 4.18 and a standard deviation 

of 0.85; 81.4% of the users found the system very easy 

to use. 

(4) Q4. I believe that I needed the help from a 

technical personnel to use this system: the results 

showed a mean of 3.77 and a standard deviation of 

1.09; 67.4% of the users felt that they did not need the 

help from a technical personnel to use the system, 

16.3% of the users indicated that they did, and 16.3% 

of the users selected “neither yes nor no.” 

(5) Q5. I found that all the system functions were 

well integrated: the results showed a mean of 3.77 and 

a standard deviation of 0.75; 69.7% of the users stated 

that all the system functions were well integrated, 2.3% 

of the users felt that the system functions were poorly 

integrated, and 27.9% of the users selected “neither yes 

nor no.” 

(6) Q6. I found many conflicting problems with this 

system: the results showed a mean of 3.98 and a 

standard deviation of 0.89; 76.7% of the users 

indicated that the system worked reasonably well and 

18.6% of the users selected “neither yes nor no.” 

(7) Q7. I think most people would be able to learn to 

use this system quickly: the results showed a mean of 

4.51 and a standard deviation; 93% of the users 

answered that they could learn to use the system 

quickly. 

(8) Q8. I found this system very difficult to use: the 

results showed a mean of 4.23 and a standard deviation 

of 0.84; 83.7% of the users found the system very easy 

to use. 

(9) Q9. I had great confidence in using this system: 

the results showed a mean of 4.32 and a standard 

deviation of 0.78; 86% of the users had great 

confidence in using the system. 

(10) Q10. I believe that I need to acquire additional 

knowledge/skills to be able to use this system: the 

results showed a mean of 4.06 and a standard deviation 

of 0.82. 86.1% of the users indicated that they did not 

need to acquire additional knowledge/skills to be able 

to use the system. 

Table 1. Descriptive statistics obtained using the 

system usability scale 

% on the 5-point scale (%) 
V SS M SD 

1 2 3 4 5 4+5 

Q1 43 3.49 .83 2.3 4.7 44.2 39.5 9.3 48.8

Q2 43 4.09 .84 0 7.0 9.3 51.2 32.6 83.8

Q3 43 4.18 .85 0 4.7 14.0 39.5 41.9 81.4

Q4 43 3.77 1.09 2.3 14.0 16.3 39.5 27.9 67.4

Q5 43 3.77 .75 2.3 0 27.9 58.1 11.6 69.7

Q6 43 3.98 .89 2.3 2.3 18.6 48.8 27.9 76.7

Q7 43 4.51 .63 0 0 7.0 34.9 58.1 93 

Q8 43 4.23 .84 0 4.7 11.6 39.5 44.2 83.7

Q9 43 4.32 .78 0 2.3 11.6 37.2 48.8 86 

Q10 43 4.30 .71 0 0 14.0 41.9 44.2 86.1

Overall 43 4.06 .82 0.92 3.97 17.45 43.01 34.65 77.66

Note. V= Variables, SS=Sample Size, M=Mean, SD= 

Standard Deviation, and all negatively worded items/ 

questions had been converted to positively worded items/ 

questions. 

 

Table 2 shows that concerning the users’ assessment 

of system usability, it had a mean score of 76.63, a 

median of 77.50, a mode of 67.50, a maximum value 

of 97.50, a minimum value of 42.50, and a standard 

deviation of 12.78. With a mean score of 76.63, it 

indicated that the users thought favorably of the 

system’s usability. 

Table 2. Statistical results obtained by converting the 

scores received on the system usability scale 

Sample 

Size 
Mean Median Mode

Minimum 

Value 

Maximu

m Value

Standard 

Deviation 

43 76.63 77.50 67.50 42.50 97.50 12.78 
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4.2 Analysis of the Users’ Interaction 

Satisfaction 

The QUIS showed a Cronbach’s alpha of 0.926, 

indicating favorable scale performance. The QUIS 

contained six dimensions. Table 3 shows the statistical 

analysis of six dimensions. All six dimensions 

displayed a satisfaction score of 5 or above. The 

overall system mean score was 5.46, and the standard 

deviation was 0.90. This indicated that the users were 

subjectively satisfied with the system interactions as 

well as the human-computer interactions provided by 

the system.  

Table 3. Descriptive statistics obtained using the 

questionnaire for user interaction satisfaction 

 
Sample 

Size 
Mean 

Minimum 

Value 

Maximum 

Value 

Standard 

Deviation

Overall reaction 

of the system 
42 5.15 2 7 1.00 

Screen display 42 5.66 3 7 .94 

System 

terminology and 

information 

42 5.31 3 7 .86 

Learnability 42 5.99 4 7 .79 

System 

performance 
42 5.65 4 7 .95 

Usability and 

user interface 
42 5.01 4 7 .84 

Mean 42 5.46 - - .90 

4.3 Sequence Analysis  

The experiment recruited a total of 43 users, 22, 4, 

and 13 of whom were users with a visual learning style, 

users with an auditory learning style, and users with a 

kinesthetic learning style, respectively. Four of the 

users did not display a dominant learning style and 

were thus removed from the analysis. 

To understand the relationship between users’ 

operation behaviors and changes in their emotional 

states, this study coded both the users’ operation 

behaviors and their emotional states (at the time of 

their operation behaviors) and investigated their 

operation behaviors (i.e., selected course learning or 

games/mini-games). Each of the two operation 

behaviors was divided into three emotional states (i.e., 

positive emotions, no emotions, and negative emotions) 

and a total of six codes were assigned. The overall 

sample then underwent a sequence analysis to explore 

whether the three different types of users displayed 

different performances. 

4.3.1 Sequence Analysis of the Overall Sample  

Table 4 shows the number of users as a percentage 

of the total number of users for each behavior code. A 

total of 58% of the users selected courses (39% of 

whom showed positive emotions), whereas 42% of the 

users (37% of whom showed positive emotions) 

selected games. 

Figure 5 shows an event change diagram-based 

sequence analysis of the overall sample. In this 

diagram, an arrow indicated a significant change and 

the Z-score showed how significant the event change 

was; │Z│≥ 2.58 indicated a markedly significant 

change, │Z│≥ 1.96 indicated a significant change, 

and │Z│< 1.96 indicated a nonsignificant change 

[35]. A thicker arrow signified a more significant 

change. In the sequence analysis, significant changes 

were only observed in Events A to A, A to B, B to B, C 

to C, and C to F. On the basis of the emotion change 

diagram, four results were obtained: 

Table 4. The number of users as a percentage of the 

total number of users for each behavior code 

Code Behavior 

The number of users as a 

percentage of the total 

number of users for each 

behavior code (%) 

(Sample size: 39 users ) 

A 
Selected courses, showing 

positive emotion 
39 

B 
Selected courses, showing 

no emotions 
13 

C 
Selected courses, showing 

a negative emotion 
6 

D 
Selected games, showed a 

positive emotion 
37 

E 
Selected games, showing 

no emotions 
3 

F 
Selected courses, showing 

positive emotion 
2 

 

Figure 5. Event change diagram of the overall sample 

(1) A considerably high percentage of users 

displayed positive emotional states during the overall 

system operation process, as shown in Table 4.6; 

(2) At identical emotional states, users were likely to 

continue learning. In other words, no significant 

changes in emotions were observed in the users when 

learning (i.e., no significant changes were observed 

from Event A (i.e., elected course, showing a positive 

emotion) to Event B (i.e., selected courses, showing no 

emotions), or from Event B to Event C (i.e., selected 
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courses, showing a negative emotion). Events A, B, 

and C are shown in Figure 5. 

(3) Users who experienced negative emotions when 

they selected courses were likely to switch to games, 

such as the switch from Event C to Event F (i.e., 

selected games, showing a negative emotion), as 

shown in Figure 5. 

(4) Users who experienced a change from positive 

emotions to no emotions (i.e., from Event A to Event B 

in Figure 5) during the learning process were 

significantly rare, and │ Z │ ≥ 2.64 indicated a 

significant change; however, the Z value here was 

negative, indicated that such a change was infrequent. 

4.3.2 Sequence Analysis of the Users of the Three 

Different Learning Styles 

Table 5 shows the behavior codes and their 

respective weights (measured in percentage) for the 

users of the three different learning styles. For users 

with a visual learning style, 71% of them selected 

courses, among which 51% had positive emotions. By 

contrast, 29% of the users selected games, among 

which 21% had positive emotions. For users with an 

auditory learning style, 72% of them selected courses, 

among which 48% had positive emotions. By contrast, 

29% of the users selected games, among which 24% 

had positive emotions. For users with a kinesthetic 

learning style, 70% of them selected courses, among 

which 40% had positive emotions. By contrast, 31% of 

the users selected games, among which 25% had 

positive emotions. 

Table 5. Weights of the behavior codes (measured in 

percentage) 

Behavior codes and their respective 

weights (measured in %) 

Code Behavior 
Users with 

a visual 

learning 

style 

Users with 

an auditory 

learning 

style 

Users with a 

kinesthetic 

learning 

style 

A 

Selected courses, 

showing positive 

emotion 

51 48 40 

B 

Selected courses, 

showing no 

emotions 

16 5 21 

C 

Selected courses, 

showing a 

negative emotion 

4 19 9 

D 

Selected games, 

showed a 

positive emotion 

21 24 25 

E 

Selected games, 

showing no 

emotions 

4 5 4 

F 

Selected courses, 

showing positive 

emotion 

4 0 2 

 

Figure 6 shows an event change diagram-based 

sequence analysis of users with a visual learning style. 

In this diagram, an arrow indicated a significant change 

and the Z-score showed how significant the event 

changes were. A thicker arrow signified a more 

significant change. In the sequence analysis, significant 

changes were only observed in Events A to B, B to B, 

B to E, C to C, C to F, and F to C.  

The event change diagram of users with a visual 

learning style was different from that of the overall 

sample. The differences are listed as follows: first, for 

users with a visual learning style who showed no 

emotions, a large proportion switched to games 

whereas another large portion continued to learn the  

 

Figure 6. Event change diagram of users with a visual 

learning style 

courses. For example, in Figure 6, both Events B to B 

and B to E (i.e., selected games, showing no emotions) 

were observed; two, for users with a visual learning 

style who showed negative emotions, they were more 

likely to switch from courses to games. For example, in 

Figure 6, the switch from Events F to C was significant. 

Similarly, the switch from Events C to F was 

significant, showing that when users with a visual 

learning style experienced negative emotions, a change 

in such emotions was difficult to achieve; three, the 

switch from Events A to A became nonsignificant, 

suggesting that for users with a visual learning style 

who with a positive emotional state, no clear tendency 

was identified after they entered course learning; and 

four, users who experienced a change from positive 

emotions to no emotions (i.e., from Event A to Event B 

in Figure 6) during the learning process were 

significantly rare (i.e., │ Z │ ≥ 2.06 indicated a 

significant change; however, the Z value here was 

negative, indicated that such a change was infrequent). 

Figure 7 shows the event change diagram of users 

with an auditory learning style, in which significant 

changes were only observed in Events E to B. 

Concerning the system used in this study, it provided 

insufficient teaching materials and functions for such a 

learning style. Both Events E and B entailed “no 

emotions,” indicating that the lack of favorable 

conditions for the auditory learning style might be the 

reason that the users engaged in the switch. 
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Figure 7. Event change diagram of users with an 

auditory learning style 

Figure 8 shows the event change diagram of users 

with a kinesthetic learning style, in which no arrows 

were found. The present study hypothesized that it may 

be because that all users with a kinesthetic learning 

style demonstrated unique behavioral trends, resulting 

in no significant behavioral changes. 

 

Figure 8. The event change diagram of users with a 

kinesthetic learning style 

5 Conclusion 

In this section, research questions that were 

proposed in this study were answered and the 

conclusions are as follows: 

(1) What was the usability of the affective learning 

system affective learning system combined with 

motion-sensing, augmented reality, and mid-air 

projection technologies? 

The analysis showed that the system displayed a 

usability score of 76.63, which was higher than the 

scale standard and indicated favorable system usability. 

Concerning the item “I used this system frequently,” a 

large proportion of the users selected “neither yes nor 

no.” because the result might be due to the relatively 

low popularity of motion-sensing mid-air projection 

environments currently. As a result, the users had a 

difficult time assigning a score. 

(2) How satisfied were the users with the user 

interactions provided by the system? 

The analysis showed that the user satisfaction scale 

had a mean score of 5.46 (which was higher than the 

mean of 4 on the seven-point scale, indicating that the 

users were subjectively satisfied with the system’s 

human-computer interactions). 

(3) What was the relationship between users’ 

operation behaviors and their emotions? 

The present study hypothesized that users who 

experienced negative learning emotions would switch 

to games. This hypothesis was verified by the event 

change diagram-based sequence analysis, which 

showed that the majority of the users who experienced 

negative emotional states when learning courses 

switched to games. 

In addition to the aforementioned results, two 

additional findings were identified from the event 

change diagram: one, when users continued to engage 

in the learning process, their emotions mostly remained 

unchanged, suggesting emotional continuity; and two, 

users who experienced a change from positive 

emotions to no emotions during the learning process 

were rare. 

(4) What were the differences between users of 

different learning styles in terms the relationship 

between their operation behaviors and their emotions? 

The event change diagram of users with a visual 

learning style showed the following results: those who 

experienced a change from positive emotions to no 

emotions during the learning process were rare; those 

who had no emotions showed two tendencies, the first 

of which involved continuing their studies, and the 

second of which involved switching to games; and 

those who experienced negative emotions continually 

switched between courses and games, revealing that 

the course content and games were unable to spark the 

users’ interest. 

The event change diagram of users with an auditory 

learning style showed the following results: the vast 

majority of the operation behaviors of users with an 

auditory learning style were categorized as “no 

emotions.” The researcher inferred that such a 

behavioral model was caused by insufficient favorable 

learning conditions for users with an auditory learning 

style. 

The event change diagram of users with a 

kinesthetic learning style showed that none of the 

users’ operation behaviors accounted for a high 

percentage, which may be because that all users with a 

kinesthetic learning style demonstrated unique 

behavioral trends, resulting in no significant behavioral 

changes. 

Concerning future prospects, as there has been some 

research showed that gender differences had 

substantial and considerable influence on learning by 

reading [36], so this research may explore the influence 

of gender differences in using the affective learning 

system in the future. Moreover designers may improve 

visual presentation by designing system interfaces and 

teaching materials using animations and multimedia. 

Regarding system operations, because the users in the 



Development and Research of an Affective Learning System Combined with Motion-Sensing Interaction, Augmented Reality, and Mid-Air Projection 1959 

 

present study could only drag images by pushing or 

clenching their fists, more hand gestures or even other 

motion-sensing devices and speech-to-text recognition 

system [37-38] may be introduced in order to be 

applied in wider learning field in the future. With 

respect to emotion recognition, in addition to facial 

expression recognition, future researchers may attempt 

to use additional emotion recognition mechanisms to 

enhance emotion recognition. Concerning interactive 

agent interactions, interactive agent games may be 

added to improve such interactions. Regarding game 

modules, future researchers may incorporate course 

content into games to increase the connection between 

courses and games and make them more valuable. 

Finally, sound-based education may be added to the 

learning materials; a user had indicated the wish for a 

system that could read the course text out loud during 

classes. Such a recommendation may be realized in the 

future to produce superior learning results. 
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