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Abstract

Cyber security situation awareness, as an effective supplement in cyber security protection measures, has been one of the research focus in recent years. In particular, cyber security situation prediction has become a hotspot of research. However, the existing cyber security situation prediction methods neglect the influence of future security elements when measuring the future security situation. Another fact is that the relationships among the security elements are always ignored. In this work, we presented an improved integrated cyber security situation prediction method based on spatial-time analysis from a new perspective. We described cyber security elements in different levels by a hierarchical index system. Then we predicted the future security elements independently in time dimension. In the process of spatial dimension prediction, we made a fusion prediction of the future security elements by using Fuzzy Cognitive Maps (FCM), and meanwhile, we corrected the prediction in spatial dimension prediction by using threat intelligence data. Finally, we used DARPA2000 datasets that is from Lincoln Laboratory Scenario (DDOS) to verify and analyze our method. The experimental result shows that the proposed method can model the future cyber security situation in network environment in a more accurate way by comparing with other similar methods.
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1 Introduction

With the rapid development of the internet, a huge number of cyber security events are springing up. The traditional cyber security protection methods. Situation Awareness (SA) is applied in the military area at the first stage. Endsley [1] divided SA into three parts: detection, understanding and prediction. Bass [2] firstly introduced SA in the area of network security, and proposed a concept named network security situation awareness. He also divided network situation awareness into three steps: extraction, assessment and prediction. The situation extraction is to obtain the basic information and some important factors related to the network security in network environment. This step completes a preprocessing for security data by real time data collection from multi-source secure data sensor. The situation assessment mainly analyzes the collected data and provide a quantificational value for network security status. The prediction is to predict the future security condition of network environment, and it is the main objective of the network situation awareness.

In this paper we study the cyber security situation prediction. There have been many researches in the field of cyber security situation prediction. However there still are several problems. For example, during the prediction stage, the security factors change with time, so the traditionally considered history data and current data, as well as the future security factors situation is fully taken into consideration. Moreover, most of traditional methods lack the analysis of common interrelation and restrictive correlation among security situation elements. Therefore, to solve the above two problems, this paper proposes an improved integrated prediction method based on space-time analysis a new perspective and gives an calculation method for cyber security situation prediction.

The rest of this paper is organized as follows. In Section 2, we overview the related work. Section 3 describes the foundation of cyber security situation prediction we proposed. Section 4 presents the proposed detailed prediction method. Section 5 shows the simulations that describe experimental analysis. Finally, concluding remarks are made in Section 6.

2 Related Works

There is a large amount of research in the area of
cyber security situation prediction. It purposes to provide an informational reference to the human analyst to help them in formulating and implementing timely preventive measures before the network is under attack. At present, there are several different techniques to complete the prediction process, the techniques contains Markov model, Bayesian network, Grey theory, Evidence theory, Neural network, Game theory etc.

Markov model consists of a list of the possible states of system, the possible transition paths between those states and the probabilities of those transitions. Recent years, Markov Model has been used to improve the cyber security situation prediction models [3-5]. HMM was used in intrusion detection system, and built the model based on alerts in order to predict cyber security situation by computing the state transition probabilities [6-7].

Bayesian network is represented by a set of radom variables and their conditional dependencies via a directed acyclic graph. It used to complete evaluation of DDoS attacks and defense in a typical enterprise network [8-9]. A framwork was proposed to process the generated alerts in real time, correlate the alerts, and the authors constructed the attack scenarios for predicting the next goal of attackers [10]. A probabilistic methodology was designed to make inferences in abnormal situations. It was trained to understand human interactions and crowd behavior to complete prediction [11].

Evidence theory, especially Dempster-Shafer (D-S) theory is a general framework for reasoning with uncertainty. It was used to predict cyber security situation. The description of uncertainty is added to avoid absolute predict [12], and was designed a cyber security situation perception system named Net-SSA with D-S evidence theory [13]. D-S theory has a strong ability of fusion multi-source cyber security information from different network equipment. The prediction of cyber security situation considered multi-source information, it was used for predicting combined other methods [15-16].

Grey theory was first proposed in [17]. It is used to predict from the grey system which lack of information. It is applied to build a dynamic model with a group of differential equations, which is called Grey Model (GM). The model is able to prevail over the weakness of probability and discovered the relationship among the limited and confused data. It can weaken the randomness of the original sequence. This makes the process to find out the variation regularity in the sequence easier and use this regularity to predict [18-21].

Neural network represents a computing method that simulates the way that the brain performs computations. It was used to complete cyber security situation prediction [22]. The impact of sample covariance and noise on the network training is considered and the traditional function of error is replaced by the maximum likelihood error function. Through the error analysis, the predicted error value will be obtained and feedback to the prediction model as the training signal for the situation index weights adjustment [23-25].

Game theory is the study of mathematical models of conflict and cooperation between intelligent rational decision-makers [26]. It compositively analysed influence of network behavior by considering three factors that are attack behavior, defense behavior and ordinary users behavior. It also provided the best reinforcement scheme according to the action space of the attacking party. But, with the increasing of network scale, it can not provide continuing accurate analysis, and the high load led to bad extendibility [27].

In recent years, various other different methods in the field of cyber security situation prediction have been proposed. The authors proposed an improved prediction model named SCGM(1,1)c model that can be used for predicting time series of cyber security situation [28]. A method was came up with a cyber security situation prediction method based on spatial data mining analysis and time sequence analysis, however, it only makes a simple superposition of time and space [14]. Another system was developed by using attack graph model, it used Attack Graph (AG) and service dependencies to describe cyber security situation values over time [29]. Fuzzy Cognitive Maps (FCM) was first used to analyze risk impact factors to assess cyber security situation, but it has not been used in the field of cyber security situation prediction [30]. A pattern-matching method has been proposed to provide the basic security information for network security situation prediction [31]. We compared typical cyber security situation prediction methods in Table 1.

The above research solved the problems of predicting the cyber security situation from different perspectives. In this paper, we propose an improved integrated prediction method based on spatial-time analysis and describe method for calculating cyber security situation prediction. Our method considers the impact of both history and current data on the future cyber security situation, and also considers the impact of future data. Our method reflects the common interrelation and restrictive correlation among the different security factors of the cyber security situation.

3 Foundation of Cyber Security Situation Prediction

3.1 Basic Concepts

In order to better and clearly describe the method of cyber security situation prediction, the related terminologies are defined as follows.
### Table 1. Comparison of different typical cyber security situation prediction methods

<table>
<thead>
<tr>
<th>Method Category</th>
<th>Modeling Time</th>
<th>Modeling Space</th>
<th>Prediction Time</th>
<th>Knowledge Source</th>
<th>Number of Feature</th>
<th>Scalability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mathematics Formula</td>
<td>mathematics model</td>
<td>short</td>
<td>small</td>
<td>short</td>
<td>experience</td>
<td>small</td>
</tr>
<tr>
<td>Markov Model</td>
<td>knowledge reasoning</td>
<td>medium</td>
<td>big</td>
<td>medium</td>
<td>expert, probability</td>
<td>medium</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>knowledge reasoning</td>
<td>medium</td>
<td>big</td>
<td>medium</td>
<td>expert, probability</td>
<td>medium</td>
</tr>
<tr>
<td>Gray Theory</td>
<td>pattern recognition</td>
<td>medium</td>
<td>medium</td>
<td>long</td>
<td>experience, gary relation degree</td>
<td>big</td>
</tr>
<tr>
<td>Evidence Theory</td>
<td>knowledge reasoning</td>
<td>medium</td>
<td>medium</td>
<td>long</td>
<td>probability, evidence combination</td>
<td>medium</td>
</tr>
<tr>
<td>Neural Network</td>
<td>knowledge reasoning</td>
<td>long</td>
<td>medium</td>
<td>medium</td>
<td>machine learning</td>
<td>medium</td>
</tr>
<tr>
<td>Game Theory</td>
<td>knowledge reasoning</td>
<td>medium</td>
<td>big</td>
<td>medium</td>
<td>expert, probability</td>
<td>medium</td>
</tr>
</tbody>
</table>

**Definition 1.** A Cyber Security Situation denoted by $E$ is defined as the current security status and future development trend in the target network.

**Definition 2.** $f$ is a function of $E_e(i)$, where $E_e(i)$ is a set of cyber security situation elements that is defined as the basic data elements.

Cyber Security Situation Elements are used for calculating cyber security situation. The extracting of situation factors is the first step of situation prediction. By calculating the factors status we can get the overall cyber security situation, i.e., $E=f(E_e(i))$.

**Definition 3.** $T$ is a Cyber Security Situation Index System that $T$ is used to describe and quantify the cyber security situation.

**Definition 4.** $D_t=[D_{lh}, D_{lc}, D_{lf}]$ is a Local Data which is the cyber security related data in target network system during prediction, where $D_{lh}$, $D_{lc}$, and $D_{lf}$ are a set of history data, current data, and future data, respectively.

**Definition 5.** Intelligence Data $D_I$ is a set from different source network which is similar to the target network of cyber situation prediction, including similar cyber security data, facility security data, software and business security data, etc.

**Definition 6.** $D_{tf}(i)=f(D_{lh}(i), D_{lc}(i))$ is defined as a time dimension prediction, where $D_{lh}(i)$ and $D_{lc}(i)$ are history and current data of the $i$-th situation element, respectively.

In the above definition, $f$ is used for the prediction of the time dimension. As for a certain situation factor which affects the cyber security, we can obtain the future data $D_{tf}(i)$ according to the history and current data.

**Definition 7.** $D_{sf}(j)=g(D_{tf}(i), D_I(i))$ is defined as a spatial dimension prediction, $g$ is used for the prediction of the spatial dimension.

Note that the value of the spatial dimension prediction function depends on two parts, one is the future data $D_{tf}(i)$ of situation factors according to the interrelationship among different factors and another is intelligence data $D_I(i)$.

The computing of cyber security elements $E_e(i)$ is expressed as $E_e(i)=f(D_{lh}(i), D_{lc}(i), D_{lf}(i), D_I(i), T)$ in this work. As shown in Figure 1, the integrated prediction method can be divided into prediction of time and space, as well as modification with intelligence data. Firstly, we independently predict the situation factors in time dimension, and then predict that in spatial dimension. The spatial dimension prediction includes predicting the future data of situation factors according to the interrelationship among different factors and correcting the prediction by using intelligence data. After that, the status of future cyber security situation factors can be calculated, and the cyber security situation also can be obtained.

![Figure 1. Cyber security situation prediction method](image-url)
### 3.2 Hierarchical Quantificational Index System

The hierarchical quantificational security index system was defined firstly in [32], it is used to describe cyber security situation in this work. As from Figure 2, the cyber security index set is divided into three index layers. The first layer is used to describe the Cyber Security Situation Integrated Index (CSSII). The index in the first layer is decided by several indexes from the second layers, including Infrastructure Security Index (ISI), System Vulnerability Index (SVI), System Threat Index (STI), etc. In the same way, indexes from the second layer are decided by several indexes from the third layers. For example, ISI is decided by Network Traffic Index (NTI), Service Status Index (SSI), Resource Consumption Index (RCI), etc.

![Hierarchical Quantificational Index System](image)

**Figure 2.** Hierarchical quantificational index system

In this paper, we use the third index layers as the factors in cyber security situation, so the key point of prediction method is about how to accurately predict the status values indexes of the third layer. Several prediction methods for the indexes of the third layers based on time sequence analysis have been elaborately and independently proposed in relevant literatures. In this paper, we take VSI as an example to explain how to predict the VSI based on time dimension. The following formula is used to calculate the first and second layer indexes in hierarchical quantificational index system.

\[
E(t) = f \left( \sum_{i=1}^{m} e_i(t)w_i \right)
\]  

(1)

where \( E(t) \) is the index status values on first and second layer, \( f(x) \) is a normalization function, \( e_i(t) \) is the status value to decide second and third layer index, and \( w_i \) is the corresponding weight.

### 3.3 Situation Prediction in Time Dimension

For every predictable third layer indexes, time dimension prediction is an independent single element prediction. The status values at time \( t+1 \) can be calculated out based on time dimension prediction according to the status values at time \( t \).

Suppose that there are \( n \) predictable indexes of third layer in all \( m \) indexes of third layer, denoted by \( E_t \), \( (i=1, 2, \cdots, n) \), where \( n \leq m \), the value of \( E_t(t) \) is used to compute the value of \( E_t(t+1) \) according to \( E_t(t+1) = f(E_t(t)) \). \( E_t(t) \) and \( E_t(t+1) \) are the index status values of third layer at time \( t \) and \( t+1 \), respectively, and \( f \) is particular computing method that is discussed in the following content.

We take VSI as an example to introduce how to calculate \( Ev/(t+1) \) from \( Ev/t \) based on time dimension prediction. Vulnerability of system software is the system deficiency. It is one of the most important factors to cause system frangibility. It can cause program exception, system breakdown and become an injection entrance for hacker. In the area of vulnerability prediction, many models have been raised. In [33], the authors proposed a prediction vulnerability model based on the type of vulnerability severity. SVM was used to make an construction of a categorization framework for CVE based on SVM, which has classification ability in CVE dictionary [34]. The AML model that has been widely used, but the model lacks the prediction of multi-growth circle. Then, they raised a prediction method of multi-growth circle, but the method treats all the vulnerabilities equally [35-36]. In [14], a new method was put forward, the vulnerability prediction method is based on privilege classification, however the method do not consider the importance of the different vulnerabilities. In [29], the authors improved the vulnerability prediction accuracy with secure coding standard violation measures.

In this work, we propose a new improved vulnerability prediction method, in which we add the description of influence degree about different vulnerabilities. We divide vulnerability into eight types, Cpphyaccess, Cpaccess, Cpsubuser, Cpsuser, Cpsubouser, Cpsouser, Cpsubroot and Cproot according to [36]. The formula to get \( EV(t) \) is as follows.

\[
EV(t) \equiv g \left( \sum_{i=1}^{n} CVS_i(t) \times w_i \right)
\]  

(2)
where \( g \) is normalized function, \( w_i \) is weight value of all types vulnerability, and \( CVS_i(t) \) is the \( i \)-th vulnerability set in time \( t \) that is calculated as follows.

\[
CVS_i(t) = f(vn(t), vpt(t), vf(t-1))
\] (3)

where \( vn(t) \) is the total number of vulnerabilities at time \( t \), and \( vpt(t) \) is the latest publish time of \( i \)-th type vulnerability at time \( t \). \( vf(t-1) \) is occurrence probability of \( i \)-th type vulnerability in time \( t-1 \). The computing process from \( EV(t) \) to \( EV(t+1) \) is described by using the following steps.

1) Divide vulnerabilities into \( n \) types according to [30].

2) Use \( HVS \) and \( CVS_i(t) \) to calculate \( vn(t+1) \) and \( vf_i(t) \) at time \( t+1 \) based on the AML method [35], where \( HVS \) is history vulnerabilities set.

3) Obtain the \( vf_i(t) \) using following formula.

\[
vf_i(t) = ftp_i(t) \left/ \sum_{j=1}^{n} ftp_j(t) + \varphi \right. \] (4)

where \( ftp_i(t) \) is occurrence time of \( i \)-th type vulnerability at time \( t \), \( \varphi \) is a constant that is gave by actual experiment and investigation.

4) Compute respectively the \( n \) types current vulnerabilities \( CVS_i(t+1) \) by using equation (3).

5) Calculate the weight values \( w_i \) of different types of vulnerabilities based on the severity in CVE library, and then compute the \( EV(t+1) \) values of VSI at time \( t+1 \) according to equation (2).

For other kinds of predictable indexes of third layer, the index status values at time \( t+1 \) can be calculated by values at time \( t \) by using some particular methods.

### 3.4 Situation Prediction in Spatial Dimension

The traditional processes of cyber security situation prediction always lack of analysis of interrelations and restrictive correlations among different security factors, which usually exist in reality. In this article, the spatial dimensional situation prediction uses Fuzzy Cognitive Maps (FCM) to model a hierarchical three-layer indexes system.

Fuzzy Cognitive Maps (FCM) is firstly proposed by professor Kosko [37], who combines cognitive map with fuzzy set theory. FCM model consists of nodes, directed arcs and weights of directed edges. It is a weighted directed graph that can describe causal relationship. The node in FCM is called concept node that can describe the abstract things, concrete things, activities, system properties and system statuses according to actual demand. The weighted directed edges in FCM structure are used to describe the causal relationship between any two concept nodes. Directed edges can be viewed as single layer neural network with feedbacks and the object-oriented concept. The knowledge is inside of concept nodes and weighted directed edges. FCM model uses weighted directed relationships to simulate fuzzy reasoning, in which the interrelationships are used to stimulate dynamic behavior of system.

Definition of FCM: all concept nodes \( c_1, c_2, \cdots, c_n \) exist in FCM, the value’s range of weighted directed edges is \([-1, 1]\), \( e_{ij} \) is weight value of edge \( <C_i, C_j> \), the matrix \( E = f(e_{ij}) \) is called an adjacent matrix or incidence matrix of FCM.

FCM can stimulate the operation states of system. The evolution process of FCM model includes forward and backward evolution. The forward evolution is mainly used for decision support and prediction, and backward evolution mainly is used for reason trace. In this article, we used the forward evolution to predict the cyber security situation. After building the FCM model and obtaining the initial status values of all concept nodes, the status values of all concept nodes at any time can be calculated according to forward evolution by the following formula.

\[
A_i(t+1) = f \left( A_i(t) + \sum_{j=1, j \neq i}^{n} A_j(t) \times w_{ij} \right)
\]

Suppose that \( C = \{ c_1, c_2, \cdots, c_m, \cdots, c_n \} \) is a set of all concept nodes, \( n = |C| \), and \( C_i \) is the value of the \( i \)-th concept node, recorded as \( A_i \) after mapping to range \([0, 1]\), and it means the status value of concept node. \( A_i(t) \) means the status value of \( i \)-th concept node at time \( t \), and \( A_i(t+1) \) means the status value of \( i \)-th concept node at time \( t+1 \). \( w_{ij} \) is the incidence matrix of concept nodes, also named as adjacent matrix. \( f \) is a function, the two or three valued step function and S-curve function are commonly used in practice.

Building an FCM model consists of several steps: selecting the concept nodes, connecting the causal relationship between any two concept nodes, and determining the impact degree of causal relationship. In this work, we choose all the indexes of third layer as the concept nodes in FCM, the causal relationship and adjacent matrix can be decided respectively by typical machine learning technology. In addition, we use the forward evolution procedure to predict cyber security situation and introduce threat intelligence data in similar network system to modify situation prediction.

### 4 Integrated Situation Prediction Method In Cyber Security

For the hierarchical cyber security situation index system, independent prediction on single factors for every predictable indexes of third layer in time dimensional is in order to get the status of future situation in time dimensional. At the same time, we model every indexes of third layer by using FCM and introduce threat intelligence data in similar network system to modify situation prediction. The calculating method of third layer index status value at time \( t+1 \) can be expressed as follows.
\[ e_i(t+1) = f\left( e_i(t) + \sum_{j=1}^{n} e_j(t)w_{ij} + g(e_i(t)) + \theta \right) \]  
\[ (5) \]

where \( e_i(t) \) is the status value of the \( i \)-th index of third layer at time \( t \), \( w_{ij} \) is adjacent matrix in FCM model. \( g(e_i(t)) \) means status value at time \( t+1 \) computed via particular method from the \( i \)-th predicable index of third layer, where \( g \) is the computing method in time dimension. For the indexes that are not predicable, we set \( g(e_i(t)) = 0 \). \( \theta \) is corrected parameter, and \( f \) is S-curve function.

Equation (5) is the key computing method in our prediction model, and every parts in equation (5) has reality value. The first part \( e_i(t) \) is the status value of the \( i \)-th index of third layer at time \( t \), which is construed as history data. The second part is the changeable value of \( i \)-th index of third layer in spatial dimension, which is regarded as current data. The third part \( g(e_i(t)) \) is the state value for \( i \)-th index of third layer at time \( t \) based on time dimension, which is regarded as future data. \( \theta \) is thread intelligence data in similar network system, which is regarded as data in parallel space. In this formula, the adjacent matrix \( w_{ij} \) can describe the influence relation and degree between any two indexes of third layer. The method in this paper can solve the two above problems in the current cyber security situation prediction research.

While the computing of cyber security situation is completed, we introduce cyber security state level table defined as in [38] to reflect quantitatively the cyber security situation. The security state level is divided into excellent, fine, middle, poor and danger with every level corresponding to a range, \([0, 0.2]\), \([0.2, 0.4]\), \([0.4, 0.75]\), \([0.75, 0.9]\) and \([0.9, 1]\), respectively, and with the corresponding weight values are 0.06, 0.11, 0.21, 0.26 and 0.36, respectively.

Suppose that the index value of third layer is \( e_i(t) \), the computing procedure of CSSII value \( E(t+1) \) in cyber security situation at time \( t+1 \) is as follows.

1. Divide all indexes of third layer into two types, one is predictable in time dimension denoted by \( e'_i(t) \), and the another is not predictable denoted by \( e''_i(t) \).
2. Choose a suitable algorithm or function \( g \) for predicable indexes to calculate the values of \( g(e_i(t)) \).
3. Use equation (5) to compute \( e'(t+1) \), and during this procedure, if the index is not predictable, set \( g(e_i(t)) = 0 \).
4. Combine \( e'_i(t+1) \) and \( e''_i(t+1) \) into a new set \( e_i(t+1) \), and use equation (2) to get the index values of second layer \( d_i(t+1) \).
5. Use equation (1) to get the index value of first layer \( E(t+1) \).
6. Give out the situation security level at time \( t+1 \) by contrasting the value \( E(t+1) \) with the cyber security status level table.

In this work, we put forward a prediction method from a new perspective. We put the independent single prediction in time dimension into the iterative computations of FCM model, and use thread intelligence data to correct them in order to avoid absolute prediction. In such way, the prediction can conform to the expected situation result. The detailed prediction process is described in the following experiment analysis.

5 Experimental Analysis

This section records the analysis of experiments by using DARPA2000 Data Set from MIT Lincoln Laboratory [39]. DARPA2000 Data Set is regarded as a standard data set in cyber security field which includes comprehensive data and instructions documents.

5.1 Instruction of Experimental Environment

DARPA2000 Data Set has two DDoS attack scenes which is LLDDOS 1.0 and LLDDOS 2.0.2, respectively. In our experiment, we chose LLDDOS 1.0 as the target network system to predict and analyze the status of cyber security situation, and took LLDDOS 2.0.2 as the source of threat intelligence data of similar network system. The topological structure diagram of LLDDOS 1.0’s attack scene is shown in Figure 3. The vulnerability information in our experimental system is shown in Table 2.

![Figure 3. Network topology of DARPA2000 environment](image-url)
Table 2. Vulnerability information in experimental system

<table>
<thead>
<tr>
<th>No.</th>
<th>Host</th>
<th>Vulnerability</th>
<th>Weight</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>mill, locke, pascal</td>
<td>ICMP Incorrectly Configured</td>
<td>0.1</td>
<td>Cpphyaccess</td>
</tr>
<tr>
<td>2</td>
<td>mill, locke, pascal</td>
<td>SunRPC Incorrectly Configured</td>
<td>0.2</td>
<td>Cpphyaccess</td>
</tr>
<tr>
<td>3</td>
<td>mill, locke, pascal</td>
<td>Sadmind Buffer Overflow (CVE-1999-0977)</td>
<td>0.8</td>
<td>Cpaccess</td>
</tr>
<tr>
<td>4</td>
<td>mill, locke, pascal</td>
<td>RCP Incorrectly Configured</td>
<td>0.2</td>
<td>Cpphyaccess</td>
</tr>
<tr>
<td>5</td>
<td>mill</td>
<td>HINFO Query Incorrectly Configured</td>
<td>0.6</td>
<td>Cpphyaccess</td>
</tr>
<tr>
<td>6</td>
<td><a href="http://www.af.mil">www.af.mil</a></td>
<td>Syn Flood (CVE-1999-0116)</td>
<td>1.0</td>
<td>Cproot</td>
</tr>
</tbody>
</table>

Table 3. Index set of cyber security situation

<table>
<thead>
<tr>
<th>Indexes of 1-st layer</th>
<th>Indexes of 2-nd layer</th>
<th>Indexes of 3-rd layer</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyber Security Situation Integrated Index (CSSII)</td>
<td>Network anomaly Traffic Index (NTI)</td>
<td>Service Status Index (SSI)</td>
<td>1</td>
</tr>
<tr>
<td>Infrastructure Security Index (ISI)</td>
<td>Resource Consumption Index (RCI)</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>System Vulnerability Index (SVI)</td>
<td>Vulnerability Status Index (VSI)</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Security Threat Index (STI)</td>
<td>Software Protection index (SPI)</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Trojan Index (TI)</td>
<td>DDoS Index (DI)</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

(1) Classified the types of vulnerabilities according to the vulnerable information in Table 3. Our experiment system had three types of vulnerabilities: Cpphyaccess, Cpaccess and Cproot. Then we calculated the type weights of the vulnerabilities according to Table 2. So we obtained \( w_{Cpphyaccess} = 0.22 \), \( w_{Cpaccess} = 0.34 \), and \( w_{Cproot} = 0.44 \).

(2) Selected AML model to calculate the amount and delivery time of vulnerabilities according to equation (1): \( y(t_0) = 1/(e^{0.44} + 1) \).

(3) Set the experiment system in one-second interval, which means that the five steps will start in every one-second respectively. According to the above equation, the amount of vulnerabilities is 0.5 at time \( t_0 \), i.e., \( vn(t_0) = 0.5 \).

(4) Calculated the adjustment values of every types of vulnerabilities according to their occurrence number on hosts, and we obtained \( \varphi_{Cpphyaccess} = 5/9 \), \( \varphi_{Cpaccess} = 3/9 \), and \( \varphi_{Cproot} = 1/9 \).

(5) Calculated the all probabilities of three different types of vulnerabilities that happening at different time respectively according to equation (4), and we obtained \( v_{Cpphyaccess}(t_0) = 0 + \varphi_{Cpphyaccess} = 0.56 \), \( v_{Cpaccess}(t_0) = 0.33 \), and \( v_{Cproot}(t_0) = 0.11 \).

(6) Calculated the vulnerabilities set \( CVS(t_0) \) at different time of three different vulnerabilities types at time \( t_0 \) according to the equation \( CVS(t_0) = e^{w_{cvi} \cdot \varphi_{cci}(t_0)} \), and we obtained \( CVS_{Cpphyaccess}(t_0) = 1.32 \), \( CVS_{Cpaccess}(t_0) = 1.18 \), and \( CVS_{Cproot}(t_0) = 1.05 \).

(7) Calculated \( EV(t_0) = 0.11 \) according to equation (2). Next is the computing process of prediction values \( EV(t_1) \) by using \( EV(t_0) \) of VSI after the first attack step.

(1) Selected the AML model to calculate the amount and delivery time of vulnerabilities at time \( t_1 \). According to the equation \( y(t_1) = 1/(e^{(5/9) \cdot 0.22} + 1) \), the amount of vulnerability is 0.72, i.e., \( vn(t_1) = 0.72 \).
(2) Calculated the adjustment values of every type of vulnerabilities according to their occurrence number on hosts, and we obtained \( \varphi_{\text{Cpphyaccess}} = 5/9 \). In the similar way, \( \varphi_{\text{Cpaccess}} = 3/9 \) and \( \varphi_{\text{Cproot}} = 1/9 \).

(3) Calculated all the probabilities of three different types of vulnerabilities happening at time \( t_1 \) respectively according to equation (4), and we obtained
\[
\begin{align*}
\nu_{\text{Cpphyaccess}}(t_1) &= 5/16 + \varphi_{\text{Cpphyaccess}} = 0.87, \\
\nu_{\text{Cpaccess}}(t_1) &= 3/16 + 3/9 = 0.52, \\
\nu_{\text{Cproot}}(t_1) &= 1/16 + 1/9 = 0.17.
\end{align*}
\]

(4) Calculated the vulnerabilities set \( \text{CVS}(t_1) \) at time \( t_1 \) of three different types of vulnerabilities according to equation (5), and we obtained
\[
\begin{align*}
\text{CVS}_{\text{Cpphyaccess}}(t_1) &= 1.87, \\
\text{CVS}_{\text{Cpaccess}}(t_1) &= 1.27, \\
\text{CVS}_{\text{Cproot}}(t_1) &= 1.13.
\end{align*}
\]

(5) Calculated \( EV(t_1) = 0.13 \) according to equation (2).

During the experiment process, our method focused on an integrated prediction method of cyber security state. We came up with an improved independent prediction method of predicting VSI. As for other indexes of third layer which have predictability, such as NTI, DI and so on, there have been a lot of independent prediction methods in relative literatures in single time dimension. In our experiment, we assigned 0 to the indexes status values of third layer that are not predictable. All the prediction indexes status values of third layer in time dimension are shown in Table 4.

Table 4. Prediction values of VSI in time dimension

<table>
<thead>
<tr>
<th>vn</th>
<th>( \nu_{\text{Cpphyaccess}} )</th>
<th>( \nu_{\text{Cpaccess}} )</th>
<th>( \nu_{\text{Cproot}} )</th>
<th>CVS_{\text{Cpphyaccess}}</th>
<th>CVS_{\text{Cpaccess}}</th>
<th>CVS_{\text{Cproot}}</th>
<th>EV</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_0 )</td>
<td>0.5</td>
<td>0.56</td>
<td>0.33</td>
<td>0.11</td>
<td>1.32</td>
<td>1.18</td>
<td>1.05</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>0.72</td>
<td>0.87</td>
<td>0.33</td>
<td>0.11</td>
<td>1.87</td>
<td>1.27</td>
<td>1.08</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>0.88</td>
<td>1.24</td>
<td>0.33</td>
<td>0.11</td>
<td>2.98</td>
<td>1.34</td>
<td>1.10</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>0.95</td>
<td>1.24</td>
<td>0.52</td>
<td>0.11</td>
<td>3.25</td>
<td>1.64</td>
<td>1.11</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>0.98</td>
<td>1.30</td>
<td>0.70</td>
<td>0.11</td>
<td>3.58</td>
<td>1.99</td>
<td>1.12</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>0.99</td>
<td>1.30</td>
<td>0.70</td>
<td>0.17</td>
<td>3.63</td>
<td>2.01</td>
<td>1.19</td>
</tr>
</tbody>
</table>

Table 5. Prediction index values of third layer in time dimension

<table>
<thead>
<tr>
<th>NTI</th>
<th>SSI</th>
<th>RCI</th>
<th>VSI</th>
<th>SPI</th>
<th>TI</th>
<th>DI</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_0 )</td>
<td>0.130</td>
<td>0.000</td>
<td>0.320</td>
<td>0.120</td>
<td>0.000</td>
<td>0.210</td>
<td>0.000</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>0.630</td>
<td>0.000</td>
<td>0.520</td>
<td>0.130</td>
<td>0.000</td>
<td>0.270</td>
<td>0.000</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>0.450</td>
<td>0.000</td>
<td>0.470</td>
<td>0.160</td>
<td>0.000</td>
<td>0.310</td>
<td>0.000</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>0.200</td>
<td>0.000</td>
<td>0.700</td>
<td>0.180</td>
<td>0.000</td>
<td>0.500</td>
<td>0.000</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>0.320</td>
<td>0.000</td>
<td>0.410</td>
<td>0.200</td>
<td>0.000</td>
<td>0.810</td>
<td>0.000</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>0.880</td>
<td>0.000</td>
<td>0.810</td>
<td>0.220</td>
<td>0.000</td>
<td>0.970</td>
<td>0.000</td>
</tr>
</tbody>
</table>

5.3 The Prediction in Spatial Dimension

For the prediction in spatial dimension, we modeled all the indexes of third layer based on FCM, and simulated different states of the experiment system which was under dynamically attacking, in order to get information about cyber security status. We set all the indexes of third layer as concept nodes of FCM model. The relationships between any two concept nodes and the weight values on arcs were confirmed by the learning method in [40]. The concept nodes of FCM model were selected from Table 3, and the structure of FCM model is shown in Figure 4.

Next, the computing process of predicting the indexes values of third layer at \( t_1 \) according to the indexes values of third layer at \( t_0 \) is as follow.

(1) Obtained the set of every index values of third layer in time dimension at \( t_0 \) according to Table 2, and we obtained \( Eth(t_0) = \{0.13, 0.00, 0.00, 0.32, 0.12, 0.00, 0.00, 0.21, 0.00\} \).

(2) Worked out the indexes status values of third layer by using our prediction method in time dimension, and we obtained \( g(e(t_0)) = \{0.63, 0.00, 0.52, 0.13, 0.00, 0.27, 0.00\} \).

(3) Calculated the prediction index status values of third layer in spatial dimension according to equation (5). We selected S-curve function as transformation function: \( f(x) = 1/(1+e^{-cx}) \), where \( c \) is the parameter 4 in our experiment. Then we worked out the indexes status values of third layer in spatial dimension at \( t_1 \): \( Eth(t_1) = \{0.976, 0.741, 0.984, 0.731, 0.5, 0.5, 0.882, 0.5\} \).
(4) Introduced threat intelligence data into our experiment from similar network system. We used the difference values of negative feedback between $E\theta(t_1)$ and $g(e(t_1))$ as parameter $\theta$ in our experiment, and we obtained the final prediction result of cyber security state by equation (5). In similar way, we worked out every index status values of third layer at different time in spatial dimension in our experiment as shown in Table 6.

Table 6. Prediction index values of third layer in spatial dimension

<table>
<thead>
<tr>
<th></th>
<th>NTI</th>
<th>SSI</th>
<th>RCI</th>
<th>VSI</th>
<th>SPI</th>
<th>TI</th>
<th>DI</th>
<th>VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>0.130</td>
<td>0.000</td>
<td>0.320</td>
<td>0.120</td>
<td>0.000</td>
<td>0.000</td>
<td>0.210</td>
<td>0.000</td>
</tr>
<tr>
<td>$t_1$</td>
<td>0.776</td>
<td>0.541</td>
<td>0.784</td>
<td>0.531</td>
<td>0.300</td>
<td>0.300</td>
<td>0.682</td>
<td>0.300</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.846</td>
<td>0.699</td>
<td>0.832</td>
<td>0.741</td>
<td>0.509</td>
<td>0.531</td>
<td>0.893</td>
<td>0.531</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.904</td>
<td>0.848</td>
<td>0.974</td>
<td>0.844</td>
<td>0.793</td>
<td>0.792</td>
<td>0.997</td>
<td>0.792</td>
</tr>
<tr>
<td>$t_4$</td>
<td>1.000</td>
<td>0.817</td>
<td>0.905</td>
<td>0.908</td>
<td>0.707</td>
<td>0.609</td>
<td>0.999</td>
<td>0.609</td>
</tr>
<tr>
<td>$t_5$</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
<td>0.960</td>
<td>0.987</td>
<td>0.728</td>
<td>1.000</td>
<td>0.728</td>
</tr>
</tbody>
</table>

5.4 The Prediction of Total Status of Cyber Security

In our experiment, after prediction by using our method in time and spatial dimension, we worked out the indexes state values of second layer: ISI, SVI, STI at $t_0$ to $t_5$ and the index state values of first layer according to equation (1), as shown particularly in Table 7.

Table 7. Prediction index values of first and second layer

<table>
<thead>
<tr>
<th></th>
<th>ISI</th>
<th>SVI</th>
<th>STI</th>
<th>CSSII</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_0$</td>
<td>0.134</td>
<td>0.079</td>
<td>0.103</td>
<td>0.099</td>
</tr>
<tr>
<td>$t_1$</td>
<td>0.685</td>
<td>0.452</td>
<td>0.487</td>
<td>0.521</td>
</tr>
<tr>
<td>$t_2$</td>
<td>0.787</td>
<td>0.662</td>
<td>0.708</td>
<td>0.705</td>
</tr>
<tr>
<td>$t_3$</td>
<td>0.901</td>
<td>0.827</td>
<td>0.892</td>
<td>0.864</td>
</tr>
<tr>
<td>$t_4$</td>
<td>0.912</td>
<td>0.840</td>
<td>0.800</td>
<td>0.847</td>
</tr>
<tr>
<td>$t_5$</td>
<td>1.010</td>
<td>0.969</td>
<td>0.861</td>
<td>0.955</td>
</tr>
</tbody>
</table>

The trend graph of status values about indexes of second layer: ISI, SVI, and STI at $t_0$ to $t_5$ are shown in Figure 5.

Figure 5. Trend chart of 2-nd layer indexes

Next, the computing process of CSSII $E(t_0)$ according to the prediction indexes of third layer is as follow:

(1) Worked out the index status values of second layer respectively according to equation (1). Each weight set of third layer index and the each weight set of third layer index:

\[ w_1=\{0.27, 0.43, 0.31\}, \quad w_2=\{0.66, 0.34\}, \quad w_3=\{0.28, 0.49, 0.23\}. \]

(2) Worked out the index status values of first layer according to equation (1) and the each weight set of second layer index: $w=\{0.26, 0.51, 0.23\}$.

5.5 Comparative Analysis

DARPA2000 Data Set has two DDos attack scenes which is LLDOS 1.0 and LLDOS 2.0, respectively. In experiment, we chose LLDOS 1.0 as the target network system to verify our method. We compared our method with other similar methods of predicting cyber security situation, including typical ARMA method and method in [14]. ARMA model is a typical analysis method in time sequence, which focuses on the influence on cyber security state by attack process over time. It is a typical prediction method of just in time axis. The contrast result of CSSII of the target network system at $t_0$ to $t_5$ between our method and ARMA method is shown in Figure 6, and the contrast result between our method and the method in [14] is shown in Figure 7.

Figure 6. Comparison with ARMA method
In previous experiment process, we tested our method based on the basis of DARPA2000 database’s initial vulnerability information and five given attack steps. Furthermore, in order to test and verify the effectiveness and accuracy of our method, we removed the vulnerability of Sadmind Buffer Overflow of Locke in the following experiment, which would cause the changing of the third and the forth step of attack process, and after having changed the security strategy, the contrast graph of CSSII between our method and ARMA method is shown in Figure 8 and Figure 9 shows the contrast results between our method and the method in [14].

Through comparing our method with other two similar methods, we can find that our method can more accurately reflect the trends of cyber security situation than ARMA method and the method in [14]. The main reason is that ARMA model is a typical analysis method in time sequence, which focuses on the influence of cyber security state during attack process, and neglects the influence of future security elements when measuring the future security situation, and it also neglects the change of rules among security elements over time. Although the method in [14] has taken consider of the influence of future security elements, it neglects the influence of the rules’ change among security elements. We proposed an prediction methods based on time dimension and spatial dimension, that effectively fused the prediction method in time dimension and spatial dimension by using FCM model. Furthermore we used threat intelligence data to make adjustment of parameters. Our method in experiment simultaneously used prediction analysis in both time dimension and spatial dimension. We considered both the changing situation of all the cyber security factors in time dimension when under attacking and all the factors’ state in the future which the factors determined the future’s state. We also focused on the relevance among all the cyber security factors. The experiment shows that our method can more accurately reflect the trends of cyber security situation than ARMA method and the method in [14].

6 Conclusion

In this paper, we proposed a new prediction method based on spatial-time analysis from a new perspective. The method introduced spatial dimension prediction and thread intelligence data, and can avoid absolutely prediction effectively, meanwhile, the result of prediction was more accurately.

During the prediction in experiment, firstly we used hierarchical index system to describe elements of cyber security situation. Then we independently predicted each elements in time dimension. Next, we established the FCM model to specify the interrelationship, restrictive correlation and effect degrees between every two elements. During spatial dimension prediction, we introduced thread intelligence data and FCM model to fuse prediction in time and space dimension. At last, we used DARPA2000 data set which in Lincoln Laboratory to verify our method. The result showed that our method can predict the trend of cyber security situation more accurately.

While our method is used in practical application, several problems should be considered. Firstly, how to choose more reasonable indexes to describe cyber security elements in hierarchical index system is needed. Secondly, how to reflect more objective interrelationship, restrictive correlation and effect degrees between every two elements should be
considered. Thirdly, we need to further mining the use of thread intelligence data. The experiment of our method is based on the public DARPA2000 data set, therefore the future research will include improving prediction model, and strengthening the research on other practical application to enhance the versatility of the model.
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