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Abstract 

Scientific document label identification is a significant 

research area having numerous applications like digital 

libraries. The author assigns a category or categories to 

their document manually. Likewise, categories are 

structured in taxonomy in the form of tree such as ACM 

CCS. The dilemma becomes more complex when a 

document belongs to multiple categories. The problem of 

manual assignment becomes more complicated when the 

number of expected labels increases. Moreover, the 

accession schemes are insufficient for solutions with 

higher accuracy on real scientific document datasets. One 

way to handle the multi-label classification is to change 

the problem into a single-label classification. Another 

way is the variation of the algorithm to handle multi-label 

classification. The focus of our research is on conversion. 

Moreover, we propose a solution stimulated from the 

particle swarm optimization algorithm that can consign a 

label from the taxonomy. A set of similarity measures is 

evaluated as well for documentation relatedness that are 

used in the proposed approach. The designed solution is 

evaluated on two documents dataset that are retrieved 

from J. UCS and ACM with an average accuracy of 77 

percent as compared to the state of the art algorithms.  

Keywords: Digital libraries, Multi-label classification, 

PSO, Text similarity 

1 Introduction 

Automated text categorization is becoming more 

important with a rapid increase in the number of 

documents on the web [1]. The research community is 

generating a large number of scientific documents. 

These document’s are then available and can be 

accessed over the internet using search engines, digital 

libraries and citation indexes. There is a need to 

categorize and manage the enormous amount of 

documents (data) into a specific hierarchy or taxonomy 

[2]. Likewise, the level of documents relevance to a 

node in taxonomy will support in exploring the user’s 

appropriate data in a proficient manner. The precision 

of gaining or retrieval of data is dependent on the 

precise organization of the documents [3]. Furthermore, 

the retrieval of data and correct taxonomy facilitates in 

evaluating development, finding expertise and the 

pertinent document recommender system. As to talk 

about classification, it is a two level approach. The 

foremost level initiates a model from the training set of 

instances while the succeeding level makes sure about 

the correctness of the classifier [4]. There are various 

methods for document classification, like Decision 

Tree [5], Naive Bays Classifier [4], Particle Swarm 

Optimization [6], Support Vector Machine [7], Term 

Frequency and Inverse Document Frequency based 

approaches [8]. 

An important step in document classification is 

category identification. At present, the initiators of 

scientific publications classify the appropriate 

categories (further written as the category/ies) to their 

documents manually. The general classification used in 

the research area is the Association for Computing 

Machinery Computing Classification System (ACM 

CCS) [9]. Category identification of a document is a 

complex job for a novel researcher, particularly if it 

relates to numerous fields of study. The manual label 

assignment is becoming complicated due to multi-label 

assignment in a large number of categories available in 

a taxonomy. Moreover, work in one domain overlap 

with others. A document can be allocated to several 

classes in multi-label document classification. This 

research associates the gap between users towards 

identifying the proper document category and proposes 

a possible categorization to the author’s work without 

human intercession. 

Existing text classification schemes for scientific 

publication lack in handling multi-label assignment of 

labels from taxonomy. Most of the existing schemes 

are evaluated on synthetic datasets. There is a need to 

assign multi-labels to a document from a given 

taxonomy. The solution proposed in this paper is 

particularly for the classification of scientific 

publications. The datasets used for evaluation are 

retrieved from Journal of Universal Computer Science 

[10] and ACM computing classification [11]. In the 

first phase of the proposed methodology, keywords and 

title of scientific publications are retrieved which are 
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further pre-processed by applying stop words removal 

and stemming algorithm. For evaluation, the ACM 

computing classification scheme is used as a taxonomy. 

In the next phase the multi-label dataset is transformed 

into the single-label dataset by applying four different 

conversion techniques. In third phase an algorithm is 

proposed which predicts the class label of each test 

instance. The proposed solution is inspired from the 

well known particle swarm optimization (PSO) due to 

high numbers of features. PSO is better than other 

swarm based techniques, due to high convergence ratio. 

PSO provides both the local optima as well as a global 

solution[6]. Closely related documents within a 

category are treated as local optima and the chosen 

category is considered as global best in the problem 

domain. In the proposed algorithm, four different 

measures are being evaluated for text data. Final 

analysis is performed on the obtained results using 

different similarity measures and comparison is 

performed with the current state of the art algorithms. 

2 Literature Review  

There are two ways to deal with multi-label 

classification problem, one is the problem 

transformation method and another one is the 

algorithm adaptation method [12]. The focus of this 

research is on transformation method. In label 

transformation two main techniques exist; one is label 

power set and another is binary relevance. In label 

power set method a compound class with all possible 

combinations of available classes is defined while in 

binary relevance method an independent classifier for 

each class is defined. An algorithm based on binary 

Bayesian classifier and Bayesian network is proposed 

for multi-label classification [13]. In this approach first 

a Bayesian network is developed that model 

relationship between the class variable that learns from 

the data. In the second phase, classifier chain is 

developed. The results are generated by changing the 

order of classifiers on benchmark multi-label datasets. 

For a multi-label problem with d classes the Bayesian 

chain classifier uses d classifiers, one for each class, 

that are linked into a chain as shown in Equation 1 for 

d classes with l attributes [13]. 

 
1

d

i
p(C|x)= p(C|i |pa(C|i ),x)

=

∏  (1) 

Binary Relevance method (BR) decomposes the 

multi-label classification MLC problem to the SLC 

problem. Classifier for each class is trained as 

modelled in Equation 2. This technique does not 

consider the label dependencies between labels [14]. 

 [ ] 1
,..., [ ( ),..., ( )] {0,1}i l l jY y y h x h x where y≡ = ∈  (2) 

To overcome the problem of label dependencies, 

alternative approaches exist, such as label Powerset 

(LP) method. A single classifier is learnt for each class 

label as H:x →P(L) where P represents the power set 

of labels L. Drawback of the approach is that it 

increases the label set exponentially.  

Classifier chain is a recent technique to handle label 

dependencies. The classifier chain model consist of L 

classifier where each classifier is associated with a 

label. Training algorithms for an instance (x, S) where 

x is an instance and S is a subset of L represented by a 

binary feature vector (l1, l2, ...., l|L|) ∈ {0,1}|L| [15]. 

Dependencies between labels are executed by 

defining a chain of classifier. The order of classifiers 

being executed play important role in overall accuracy, 

however, determining the correct order is an overhead. 

Low accuracy of exiting Algorithms i.e., BCC [13], 

BR [16], MCC [14], Rakel [17], CC [15], DPPNN [4], 

BRq [18] and CDT [19] on J.UCS dataset using Meka 

[20] is in Table 1. 

Table 1. Accuracy of multi-label classifier on J.UCS 

dataset 

Classifier 
Accuracy 

Enron Dataset

Accuracy J.UCS 

Dataset  

(All categories)

Accuracy 

J.UCS Dataset 

(5 categories) 

BCC 0.403 0.277 0.490 

BR 0.388 0.319 0.455 

MCC 0.414 0.331 0.505 

Rakel 0.027 0.191 0.287 

CC 0.414 0.331 0.506 

DPPNN 0.321 0.261 0.317 

BRq 0.434 0.293 0.447 

CDT 0.40 0.336 0.460 

 

Meka tool for MLC which is an extension to Weka 

tool is available [20]. This tool has a set of well known 

MLC algorithms using transformation techniques, an 

experiment was performed on the J.UCS dataset [10] 

having a collection of metadata associated with the 

research papers. It contains 1,460 instances labelled in 

13 categories. Another dataset used in the 

experimentation is the Enron dataset [21], which is a 

collection of emails communicated between different 

Enron employees. It contains 1,702 emails categorized 

in 53 different classes [21]. Experimental results on 

text dataset are summarized in Table 1. Table 1 shows 

that most of the classifiers have low accuracy. The low 

accuracy is due to strict evaluation measure for MLC 

and due to sparseness in the dataset. Results of 

considering all categories and categories with 

sufficient number of documents are figured out in 

Table 1 on J.UCS dataset. Removing categories with 

less number of documents improves the classifier 

accuracy as compared in Table 1. Same problems of 

multi-label classification MLC are also reported in [22-

24]. MLC for Czech news are reported with low 

accuracy. In this approach they have used the already 

available classifiers for multi-label news articles. High 

accuracy results for the same dataset are reported [25-
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26], but the evaluation measures used are of SLC. They 

have reported 91% accuracy, but even the sample 

results reported in their paper do not depict 10 percent 

accuracy. The results are only compared with the cited 

results in the literature without implementation.  

Ontology based multi-label document classification 

for economic article has been proposed [27]. They used 

an ontology constructed from the economics articles in 

the text classification process. In this approach they 

evaluated MLC using the transformation of a multi-

label to a single-label, multi-label algorithms and 

hierarchical models. The authors claim the potential for 

the improvement of accuracy in all the three 

perspectives. 

PSO has been applied for feature identification and 

existing single-label classifier are used with improved 

accuracy on numeric datasets [28-29]. The methodology 

to deal MLC and evaluation parameters are missing in 

these approaches. This approach uses Euclidean 

distance which gives poor results on text dataset. The 

results are only evaluated with the weighted KNN 

algorithm.  

Structured document representation improves the 

classification correctness, as scientific publications are 

well prepared documents; therefore, it is necessary to 

classify them in taxonomy with high percentage of 

accuracy. Existing approaches lack in use of relevant 

information of both metadata and text available in the 

document. Some approaches towards classification rely 

on either keywords, or abstract or full text of the 

document. Only two approaches [30-31] focus on the 

classification of scientific publications. Due to the 

above mentioned problem of accuracy we have devised 

an approach that uses relevant information with 

improved classification accuracy, using the 

transformation approach.  

3 A Proposed Framework for Multi-Label 

Document Classification 

Document classification procedure is described in 

the proposed framework (Figure 1). At first, the dataset 

is initialized with the labelled instances. Metadata is 

extricated from each of the training instances. 

Taxonomy in tree form is also given as an input to the 

classification process. The multi-labelled dataset is 

then converted to a single-label dataset by using the 

four conversion techniques. In Figure 1, the user issues 

a test document (TD) for category identification. 

Features are extracted from the user input document in 

the extractor module. The selected input is pre-

processed using stop words removal and stemmer 

algorithm [32] in the pre-processing module of the 

framework. From the extracted data, unnecessary 

words are removed by the stop word removal module. 

The pruned set of words after removal is given to the 

stemmer module. The input features of test document 

are then represented as vectors.  

 

Figure 1. Proposed framework for classification of test document 

The classification scheme is the central model of our 

framework; different similarity measures for our 

classifier have been evaluated. The category of the TD 

using the training dataset is predicted by the classifier. 

The resultant category of TD is returned to the user and 

the relevant category/ies information is updated in the 

dataset. The well know evolutionary particle swarm 

optimization inspires the proposed solution towards 

automated category identification. Detail discussion 

about major components is given in following 

subsections. 

3.1 Multi-label to Single-label Conversion 

There are two ways to deal with MLC problem: 

problem transformation and algorithm adaptation. 

Problem transformation method converts a MLC into 

single-label classification problem. On the other hand, 

the algorithm adaptation method is all about changing 
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the algorithm for MLC problem. Our focus is on 

problem transformation method. 

Binary relevance (BR) train one binary classifier for 

every label [33-35]. For each class it associates true or 

false with every instance, as represented in Figure 2. In 

our problem domain there are a large number of 

instances. This technique expands the dataset 

excessively, so we cast off this method because of its 

complexity which is O (n. m), where n is the number of 

instances and m is the total number of labels. We have 

thirteen labels in J.UCS dataset and 11 labels in the 

ACM dataset [11]. By adopting this approach, 13 and 

11 instances will replace each record in J.UCS and 

ACM dataset respectively. As a result, the 1,460 

instances in J.UCS dataset increases to 18980 instances 

and 6,116 instances to 94,7276 instances in the ACM 

dataset. To predict the output, m binary classifiers are 

being used after transformation using BR. 

 

Figure 2. Binary relevance transformation of multi-label for single-label 

Single-label learning is one of the simplest 

techniques that overlooks all the multi-label instances 

from the dataset [33]. On the contrary, the information 

on multi-labels is lost. We have applied this technique 

to our dataset as reducing the dataset size do not affect 

the classifier accuracy. 

Another approach is to adapt the multi-label 

instances with most frequent label (max), or less 

frequent label (min) or a random selection (Rand). In 

these techniques the information loss is not as big in 

terms of multi-labels for each instance as shown in 

Figure 3. The max label selection yields better results 

as compared to less frequent label selection. 

 

Figure 3. Multi-label transformation to single-label using Max, Min, and Rand and Single-label selection 

There are also many other methods like weighting 

technique. It assigns weight to each label of an instance. 

As the multi Naïve Bayes classier does not use weights, 

so this technique was ignored. Pairwise comparison is 

also considered one of the important methods. It learns 

one single-label classifier H: X→P (L), where P is 

Powerset of L [36]. In this procedure different 

combination of class labels is considered. In our 
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domain as there are a large number of labels due to 

which this procedure is not applicable. As a result of 

this method, each category contains very few records 

which affect the classifier results too much. In our 

experiments we have considered the techniques in 

which information loss is low and which can be 

applied to our scientific document datasets. 

3.2 Proposed Algorithm Using Transformed 

Single-label Dataset 

A large number of documents are added to the web 

and their ratio is increasing with each passing day. 

These documents include a large number of features. It 

is one of the important reasons due to which accurate 

classification is becoming very difficult to discover. 

Self-adaptability of evolutionary approaches makes it 

possible to use it for such a dynamic problem having 

many features of a large number of documents. 

A document can be assumed as a particle regarding 

to its own position and the position of other documents 

in the taxonomy. Thus, based on their arrangements, 

one can find the correspondence between any two 

documents. The proposed solution is stimulated from 

the well known PSO algorithm which provides local 

and global optimum with high convergence rate [37]. 

Documents in the taxonomy are often characterized by 

their local positions in the categories, along with the 

global positions, with fellow category documents. 

The new Test Document (TD) classification depends 

upon the category wise measurement of resembling 

features of all particles. The category selection at the 

first level of the taxonomy determines the new 

document association on the second and third levels. 

The document’s similarity with each category 

stimulate the movement of TD. Scientific publications 

can be classified into multi-level taxonomy, which 

becomes more complex with the total number of 

documents and nature of classification. These two 

points inspire PSO as optimum solution. PSO is 

preferred due to its simple and easy implementation 

and computationally proficient in nature [6, 37]. In our 

work, we modify PSO by incorporating the following 

features in order to improve its accuracy for multi-level 

hierarchical categorization. During pbest calculation, 

different similarity measures are examined in order to 

produce better results. 

In our proposed solution, we use a recursive 

technique for new document classification as shown in 

Figure 4. For matching TD, the total number of 

documents is selected randomly from each category. 

The procedure is that the pBest of all available 

categories are used for selecting multiple gBest. The 

new document is then matched with the subcategories 

among the selected ones. This process is continued 

until and unless the bottom (leaf) level of ACM CSS is 

reached. 

 

Figure 4. Classification of TD 

Formally, the solution can be formulated as: 

 
K

i

i A

C C

=

=∑  (3) 

 
0

m

i ij

j

C C

=

=∑  (4) 

Where C is the set of all categories, each category 

contains sub-categories as shown in Equation 3 and 

Equation 4. Each sub-category may itself contain third 

level sub-categories. Each category has a set of 

documents modelled as  

 
1

n

ij k

k

C D

=

=∑  (6) 

Each document contains a set of features {X1, X2, ... 

Xn} ∈  Dk and set of labels {C1,C2, ...,Cq} ∈  C, as a 

feature vector modelled as.  

 
1 1

r s

k p q

p q

D X C

= =

= ∧∑ ∑  (7) 

Similarly, the test document TD contain feature only 

for which the label set is to be predicted, as modelled 

in equation 8.  

 
1

r

p

p

TD X

=

=∑  (8) 

The taxonomy consists of a set of classess defined 

over a partial order set (C, ≺ ), where C is finite set of 

nodes in the taxonomy, that are defined for a particular 

domain, ≺  represents the IS-A relationship between 

parent and child class. IS-A relationship is asymmetric, 

anti-reflexive and transitive. In the taxonomy, R 

represents the root node. Other properties of the 

taxonomy are given as 

‧ ∀ ci, cj ∈ C, if ci ≺  cj then cj ≺  ci. 

‧ ∀ ci ∈ C, ci ≺  ci. 

‧∀ ci, cj, ck ∈ C, ci ≺  cj and c j ≺  ck imply ci ≺  ck. 
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In the proposed algorithm (Figure 5) features from 

different segments of the research papers are retrieved 

for classification. The dataset is divided into training 

and testing set. Each document from the test set is 

checked in order to assign a label. Training set T is 

formulated by randomly selected documents from each 

category. The test document TD is matched with each 

document and the similarity score is stored in a list Ak. 

Different similarity measures are used to find the score 

between the test document and every training 

document. The similarity measure of test document 

with each train document in the list Al is then sorted. 

From the sorted list top k similarities score is chosen, 

from which most frequent label can be assigned as 

label of the documents. 

 
Input: Test Set TS  

   Train Set TR  

   Taxonomy C 

Output:  predicated set of label for TS 

Initialization: 

 For each category Ci in C  

Initialize train set TR with random number of documents Di from each category Ci 

 Select similarity measure  

Classification: 

do 

        for j=1; j<=sizeof(TR); j++ 

 A[j] = sim_measure(TS, TR[j]) //similarity with each train document 

        for m=1; m<=sizeof(A); m++  //sort by descending order of similarity measures 

        for n=1; n<=sizeof(A); n++  

   if(A[m] < A[n]) 

                      swap (A[m] ↔ A[n]) 

        for p=1;  p<=k; p++   //pick top k similar documents 

 C(labelof(A[p]))+=1;   //count label for each selected document 

  Labelof(TS) ← max(Ci| i=1 to |Ci|) //frequent label is predicted class 

                While(Ci≺Cj)  

Figure 5. Proposed hierarchical PSO based algorithm 

The proposed algorithm will examine the complete 

taxonomy from root to a leaf node, by selecting a label 

at each level. In our approach, same algorithm will be 

used at each level of the taxonomy to further classify a 

document in the deeper levels of the taxonomy. 

Document similarity plays an important role in finding 

the closely related documents in the proposed 

algorithm. Conventional measures merely consider the 

overlap between words in the documents. Moreover, 

they show negligence to the semantic relationship and 

between the contents of a document. We espoused a 

similarity measure in order to look for the content’s 

relationship of a research document. 

Fundamentally, text classification algorithms are 

reliant on the similarity measure in order to find 

proximity among documents. Our proposed algorithm, 

for example finds the K nearest neighbors of the test 

document. Neighbors are then computed, based on text 

similarity measures. Mis-classification can occur if true 

related documents are not selected as the neighbor.  

On the other hand, the naïve Bayes algorithm 

computes the prior and conditional probabilities on the 

basis of a condition in which a class is assigned to a 

document. The naïve Bayes algorithm does not regard 

the semantic relationship between words and exact 

word matching. It yields low to low classification 

accuracy as evident from experimental results.  

Euclidean distance is mostly used for the geometric 

shape similarities in image processing. Let Xi and Yj be 

two documents represented as term vectors. The 

Euclidean measure is defined as the root of the sum of 

all square differences between the respective features 

of Xi and Yj as modeled in Equation 9.  

 ( ) 2

1

, ( )
J

EUC j j

j

D X Y X Y

=

= −∑   (9) 

Jaccard coefficient is figured as the ratio of common 

terms between the two documents by the terms 

available in any of the document but not in both the 

documents. The similarity of the two documents is 1 if 

both have the same terms, and zero if they are 

completely different given in equation 10.  

 ( ), 1 ( , )
J

A B A B
D A B J A B

A B

∪ − ∩

= − =

∪

 (10) 

The binary Jaccard coefficient measures the ratio of 

common features of two documents with the total 

number of features in both documents. Usually, it is 

used in market basket analysis applications.  

 

1 2

0

0
1 1

3

j

if m
d m m m

otherwise
s s m

⎧
=⎪

⎛ ⎞= −⎨
+ +⎜ ⎟⎪ ⎜ ⎟
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 (11) 
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Levenshtein Distance is often used for similarity 

checks, given its simple nature in equation 12.  

,
( , )

,

, ( )

max( , )

( 1, ) 1 min( , ) 0

min ( , 1) 1

( 1, 1) 1

a b
i j

a b

a b a bi j

i j

lev i j if i j
lev

lev i j otherwise

lev i j
≠

⎧
⎪

⎧ − + =⎪
⎪=⎨ ⎪

− +⎨⎪
⎪⎪ − − +⎪⎩⎩

 (12) 

4 Results and Discussion 

The proposed algorithm is implemented in Java 

(Netbeans IDE 8.0) with 2.30 GHz processor and 8 GB 

RAM. The workbench of MySQL was used for the 

datasets. The employed algorithm besides the four 

conversion techniques is tested on two real datasets. 

Our first dataset is the publications in J. UCS [10] and 

the second dataset is an ACM [11]. The aspects of both 

the dataset are given in below Table 2. Accuracy over 

the different datasets is computed as in Equation 13. 

Table 2. Features of J. UCS and ACM dataset 

Features 

Dataset 

Number of 

papers 

Number of 

classes 

Total number 

of labels 

Label 

cardinality

J. UCS 1460 13 3044 2.08 

ACM 86116 11 137679 1.60 

 

( )
K

i i

i A

C C

Accuracy
n

=

′
=

=

∑
 (13) 

A to K are categories, n is the total number of test 

documents, Ci and Ci′ are the sets of actual and 

predicted categories. 

We implemented the above four similarity measures 

along with the proposed algorithm. The results were 

obtained on J. UCS dataset using the four 

transformation techniques from multi-label to a single-

label. The dataset contains 1400 instances in which 

data with missing labels, title or keywords were sorted 

out. The remaining 1017 instances with multi-labels 

were transformed into Max, Min, Rand and Single 

dataset. The proposed algorithm was then used on 

these four datasets whose result is shown in Table 3. 

The Jaccard similarity measure outperformed as 

compared to the other three techniques. The Max 

dataset encloses 764 training and 253 instances, the 

accuracy of Jaccard, Levenshtein, Jaro Winkler and 

Euclidean was 77.86, 73.51, 47.82 and 49.8 

respectively. The correspondence of Euclidean among 

these measures is very low for text data. On Min 

dataset the accuracy of these measures is lightly low as 

compared to Max dataset. However, Euclidean 

accuracy is improved from 49.8 to 53.56 percent. 

Table 3. Result of different similarity measure of proposed algorithm on transforming datasets 

Similarity Jaccard Levenshtein Jaro Winkler Euclidean 

Data 

Set 

Train  

Set 

Test  

Set 

Correct  

% 

Incorrect 

% 

Correct  

% 

Incorrect  

% 

Correct 

% 

Incorrect 

% 

Correct  

% 

Incorrect  

% 

Max 764 253 77.865 22.134 73.51 26.48 47.82 52.17 49.8 50.19 

Min 764 253 77.47 22.529 71.54 28.45 46.24 53.73 53.96 47.04 

Ran 764 208 83.173 16.826 73.07 26.92 44.71 55.28 53.84 46.15 

Single 551 170 79.411 20.588 68.23 31.76 42.35 57.64 40 60 

 

In Rand dataset, a single-label is assigned from 

multi-label available for an instance. Likewise, the 

Rand dataset includes 764 training and 208 instances. 

The accuracy of Jaccard, Levenshtein, Jaro Winkler 

and Euclidean was 83.17, 73.07, 44.71 and 53.84 

respectively. The precision of Jaccard is highest i.e., 

83.17 on Rand dataset among all the sets. Moreover, 

the association of Jaro Winkler and Euclidean is also 

better as compared to the preceding run on other 

datasets. On the other hand, the accuracy with Jaro 

Winkler is decreased as well. The Min dataset depicts 

that the accuracy of Jaccard is higher than the other 

similar measures for the second time. The accuracy of 

Jaccard, Levenshtein, Jaro Winkler and Euclidean on 

this dataset is 79.41, 68.23, 42.35 and 40 percent 

correspondingly. Among all the runs, the accuracy of 

Jaccard is high. On the average, the accuracy of the 

proposed algorithm with Jaccard measure is 79.47. 

We compared the accuracy of the proposed 

algorithm with a multinomial naïve Bayes [38], ZeroR 

[39], SMO [40], Kstar [41] and J48 algorithms for the 

transformed dataset in Weka. The accuracy of 

proposed algorithm using Jaccard similarity measure is 

high as compared to all the algorithms. Detail accuracy 

comparison of the algorithms is given in Table 4 on 

text data, the multi-nomial naïve bayes and the 

proposed algorithm give better accuracy. 

On Max dataset the Multinomial naïve Bayes 

algorithm gave 62.0619 percent accuracy while the 

accuracy of proposed algorithm is 78.79 percent. 

Nevertheless, a single dataset having 449 train 

instances and 141 test instances shows the accuracy of 

proposed algorithm that was higher than the other 

algorithms. From the experimentation, an interesting 

patten can be observed that most of the classifiers have 

better accuracy on max and a single dataset. The 

reason in max dataset, most frequent label is assigned, 

which increases the overall accuracy. In single-label  
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Table 4. Accuracy percentage comparison on J.UCS dataset 

Dataset #Train #Test 
Multinomial 

Naïve Bayes 
ZeroR SMO Kstar J48 

HDC 

Proposed 

Max 864 283 63.06 34.84 59.93 39.72 46.34 78.79 

Single 449 141 68.02 20.40 61.90 30.61 53.06 75.88 

Ran 864 283 55.74 23.24 54.70 33.79 40.76 71.73 

Min 864 283 42.16 16.02 37.63 26.13 28.57 60.77 

 

dataset, instances having single label are considered 

only which reduces the dataset. On small dataset the 

classifier produces better results.  

The average accuracy of multinomial naïve Bayes 

and HDC proposed algorithm on all dataset is 57.24% 

and 71.79%. Overall, 15 percent accuracy improvement 

is achieved on these datasets. In this run, the accuracy 

of all algorithms was reported low due to the 

sparseness in the dataset. We repeated the experiment 

by removing the categories with fewer instances. 

The experiment was reported on instances from five 

categories (H, I, D, F and K) for J. UCS dataset as 

reported in Table 5. In this run, the accuracy of all the 

algorithms increased and the accuracy of proposed 

algorithm is still better than all other algorithms. The 

overall accuracy of each classifier improved as regards 

to the results shown in Table 4. The average accuracy 

of the multinomial dataset on Max, Single, Rand and 

Min dataset is 71.38. The average accuracy of HDC 

proposed is 79.48. The accuracy of proposed algorithm 

is 8% higher than the multinomial naïve Bayes 

algorithm. The phenomenon of removing the 

categories with less number of document improved the 

average accuracy of multinomial naïve Bayes from 

57.24% to 71.39% with an improvement of 14 percent. 

In the same way, the average accuracy of the proposed 

algorithm improved from 71.79% to 79.48%. From the 

accuracy difference it can be inferred that the HDC 

proposed solution is less affected by the sparseness in 

the datasets. The best accuracy of each classifier 

remained the same as highlighted, as bold for each 

classifier. On this run, the best accuracy of each 

classifier was on max and a single dataset. 

Table 5. Accuracy percentage comparison on 5 categories of J. UCS dataset 

Dataset # Train # Test 
Multinomial 

Naïve Bayes 
ZeroR SMO Kstar J 48 

HDC 

Proposed 

Max 764 253 70.47 41.73 67.32 44.88 59.44 77.86 

Single 551 170 78.51 33.88 76.03 47.10 59.50 79.41 

Ran 764 253 71.25 31.88 66.53 45.27 58.66 83.17 

Min 764 253 65.32 30.80 65.23 45.27 58.66 77.47 

 

We repeated the experiment on a bigger dataset of 

ACM documents [11]. Papers from three categories (H, 

D and I) were deemed for categorization and taxonomy. 

The dataset was transformed into Max, Min, Rand and 

Single dataset. The result is reported in Table 6. Max 

set contains train 28533 number of documents and the 

test set contains 9457 documents. The accuracy of 

proposed algorithm is low as compared to multinomial 

naive Bayes. The result was only compared with 

multinomial naïve bayes as the Weka tool does not 

support large dataset. The rationale for this is a random 

selection of train documents. The proposed algorithm 

for the larger dataset is efficient as compared to the 

multi nominal naive Bayes. 

Table 6. Result comparison on ACM dataset 

Dataset # Train # Test 
Multinomial 

Naïve Bayes 
HDC Proposed

Max 28533 9457 64.31 65.84 

Min 28533 9457 60.62 60.78 

Ran 28533 9457 60.02 60.18 

Single 22312 7382 64.70 64.92 

 

5 Conclusion 

Label identification for scientific document is an 

important research area. At present, the authoring of 

scientific documents using labels to their document is 

used manually as well. 

The systematic documents can be fit into numerous 

groups. Presently, we have formulated a solution by 

making over multi-label dataset to single-label dataset. 

The proposed solution gives overall 15 percent better 

accuracy than a multinomial naïve Bayes algorithm. 

The predicament in our algorithm is scalability, which 

can be inspected, and be balanced and evaluated in 

terms of competence with the current state of the art 

algorithms. We have also evaluated different similarity 

measure for text data. According to the experimental 

results, Jaccard text similarity measure gives better 

accuracy as compared to other measure. The maximum 

label selection for transforming multi-label set to 

single-label set also gave improved results as compared 

to other adaptation procedures. In future the algorithms 

can be empirically validated for time complexity. 
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