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Abstract 

A Software Definition Network (SDN) supports 

programmable, flexible and convenient network 

management. Network Functions Virtualization (NFV) 

virtualizes multiple types of network services, reducing 

the complexity of network construction. The above two 

technologies work together to improve the efficiency of 

network construction and facilitate network maintenance. 

This study concerns the design of component-based 

middleware with high performance and reliability for 

NFV. The middleware responds to user needs in 

configuring network functions. When the load changes, it 

adjusts the virtual machine configuration to ensure that 

users can receive quality service. The proposed 

middleware platform includes the network, NFV and a 

Resource Manager to improve the operational 

effectiveness and reliability of the network. Network 

performance is analyzed identify the proposed method 

that minimizes the cost of construction a network 

resource service chain. The proposed middleware can 

eliminated the service bottleneck of NFV, and the results 

of the performance analysis demonstrate that it improves 

network performance by 30% and reliability by 1.5%. 

Keywords: Software-defined Networking, Network 

function virtualization, Middleware, Service 

chain, Resource allocation 

1 Introduction 

The rapid development of network communication 

technology has resulted in a rapid change in network 

service type. Data storage, computing and services are 

becoming increasingly virtual. Important developments 

are being made in SDN and NFV technologies [1-2]. 

Network functionality is evolving toward diversity 

and complexity to meet operational needs of the cloud 

and virtualization. To improve service quality and 

customize network services, operators must use 

professional equipment and a software platform that 

supports several network uses. However, most current 

network construction methods are based on hardware, 

and various devices commonly have compatibility 

problems, preventing them from communicating with 

each other effectively. Therefore, operators of diverse 

and customized network services commonly have to 

invest various time and resources to find effective 

solutions. As the hardware required to perform a 

network function becomes more extensive, the 

complexity and difficulty of network construction, 

deployment, integration and maintenance also increase. 

Therefore, the traditional network model cannot meet 

the needs of today’s users [3]. 

SDN infrastructure is divided into a Control Plane 

and a Data Plane. An SDN depends on centralized 

management to provide programmable, flexible and 

convenient network management and relevant settings. 

NFV virtualizes many network services using a 

software-based build method. NFV performs network 

functions in a virtualized manner, executing them on 

standard server hardware, improving the efficiency of 

network configuration. NFV technology also solves the 

problem of compatibility between network-specific 

devices, reducing the difficulty of network building. 

NFV can help to meet the demands of users, support 

the rapid deployment and configuration of network 

functions, and improve the efficiency of network 

maintenance [4-6]. 

2 Background Knowledge 

Traditional network architecture and service 

methods cannot meet current demand. SDNs and NFV 

represent important developmental directions. In this 

work, NFV is integrated with an SDN to manage the 

network environment [7]. 

2.1 Software-Defined Networking Technology 

The main task of network managers is to establish 

rules for dealing with events that may occur in a 

network to optimize network performance. However, 

establishing network devices and rules is not easy. 

When a change to the state of a network demands the 

modification of rules, network managers must typically 
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set rules manually, one at a time, for all network 

devices, making system maintenance and tuning a 

challenging process. The concept of the SDN was 

developed to facilitate network management and 

construction [8-15]. 

Google has successfully implemented an SDN at its 

data center and thereby improved system efficiency. 

This case for SDNs has become a focus of public 

attention. SDN key technology is divided into a control 

layer and a data layer. SDNs provide the benefits of 

programmability, automation and network control, 

enabling operators to build networks that are highly 

scalable and flexible [16-23].  

2.2 Network Function Virtualization Technology 

To provide a wide range of network services and 

maintain high service quality, operators must deploy 

several professional network devices and software 

platforms, to satisfy various network usage requirements. 

However, networks are commonly unable to 

interoperate owing to issues of compatibility among 

hardware devices. Therefore, network service operators 

have spent substantial time and money in solving these 

problems when planning their network services. To 

solve these problems and to reduce the cost of building 

networks, network service providers have developed 

the concept of NFV. NFV virtualizes hardware 

resources as software resources [24-26]. NFV 

virtualizes hardware resources into software resources, 

as shown in Figure 1.  

 

Figure 1. Traditional network and NFV environment 

Network Functionality Virtualization is the 

virtualization of network functions in layers four 

through seven of the Open System Interconnection 

Reference Model, which include routers, firewalls, 

Quality of Experience and Load Balancer [27-28]. The 

standard protocol for NFV is driven by the European 

Telecommunications Standards Institute. Software-

based network functions, implemented on a standard 

server, provide network services, enabling the dynamic 

deployment, deletion or migration of those functions 

without changing the physical network environment, 

favoring network construction efficiency [29-30]. To 

realize NFV, an NFV architecture model is utilized 

herein. The proposed system is composed of four 

layers infrastructure, virtual, application and service 

layers which cooperate with each other [31-40].  

3 System Architecture 

3.1 System Overview 

The modification of settings, maintenance and 

management of a traditional network are not easy. If a 

user needs to install the NAT network function, then 

the operator must modify back-end settings to support 

an end-user connection. This process is prone to human 

error, which leads to network failure. NFV solves the 

problem of establishing a new network function in a 

traditional network. NFV provides network functions, 

reducing the risk of human error and difficulties with 

maintenance. The network managers need only to 

manage the virtual network layer, without having to 

manage physical hardware devices, reducing the 

possibility of human error.  

3.2 Proposed NFV Architecture 

This work proposes a component-based NFV system 

architecture, which can be divided into NFV 

Infrastructure (NFVI), NFV Communication (NFVC) 

and Middleware (NFVM) layers, as shown in Figure 2. 

NFVI is responsible for the settings that determine 

network environment, based on the decisions made in 

the NFVM layer. NFVM controls the network 

environment, manages it, and makes decisions 

regarding it. NFVI and NFVM layers communicate 

with each other by NFVC. 

 

Figure 2. Proposed NFV architecture 

NFVI consists of various physical devices, which 

incorporate operational, storage and network resources. 

Virtualization technology virtualizes hardware 

resources as virtual resources, and virtual machines are 

constructed to execute Virtual Network Functions 

(VNF) to provide services. NFVI consists of the 

network, NFV technology, and the Resource Manager, 

which is responsible managing network resources. 

NFVM communicates with NFVI by NFVC, to obtain 

various messages to support making decisions.  
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3.3 Notations for Proposed System 

Table 1 presents the notations of problem formulation. 

 

 

Table 1. Notations of problem formulation 

Symbol Definition 

lower
Res  The lower bound resource utilization of the virtual machine. 

upper
Res  The UPPER bound resource utilization of the virtual machine. 

AcceptableRes  The acceptable bound resource utilization of the virtual machine. 

T
Res  The current used resource of the heavy-load/light-load VM. 

T
NT  The current network throughput of the heavy-load/light-load VM. 

MaxT
NT  The maximum network throughput of the heavy-load/light-load VM. 

T
U  The current CPU utilization of the heavy-load/light-load VM. 

exT
Res  The excessive resource of the heavy-load/light-load VM. 

R j
Res  The current used resource of the jth receiving VM. 

R j
NT  The current network throughput of the jth receiving VM. 

Max j
NT  The maximum network throughput of the jth receiving VM. 

R j
U  The current CPU utilization of the jth receiving VM. 

REx j
Res  The receivable resource of the jth receiving VM. 

AvaiableR
Res  The receivable resource of all receiving VM. 

1RA
W  The weight of network throughput for resource allocation. 

2RA
W  The weight CPU utilization for receiving allocation. 

Ui
Res  The current used resource of the ith VM. 

Maxi
NT  The current network throughput of the ith VM. 

Ui
U  The maximum network throughput of the ith VM. 

i
Res  The current CPU utilization of the ith VM. 

1SC
W  The available resource of the ith VM. 

2SC
W  The weight of network throughput for service chaining. 

initial
T  The weight CPU utilization for service chaining. 

updateT  The initial time that records in the database when monitoring. 

duration
T  The update time that records in the database when monitoring. 

tolerate
T  The toleration time that the virtual machine can be in heavy-load/light-load status. 

 

3.4 Network Manager 

A very large network environment is difficult to 

manage, so must be divided into many small areas to 

facilitate management. A network manager plans, 

divides and integrates virtualized areas; the network is 

divided into local and global regions to meet user 

needs. The network manager contains a Region 

Selection component. 

Region selection component. The Region Selection 

component chiefly manages the division of the network 

area, as shown in Figure 3. Since the size of the 

network environment varies, managing a network is 

not easy; partitioning a network into many regions 

makes management more convenient. 
 

Figure 3. Region selection 
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A network can be divided into many areas, including 

local and global areas, such that different regions 

perform different types of network service. Managers 

can be assigned to different types of area, such as a 

company, a department, a floor or a studio. Region 

Selection is used to provide a range of network 

services in a particular area. When a user has a network 

service demand, will be configured as determined by 

the location of the user. Region Selection execution 

flowchart and time sequence is shown in Figure 4 and 

Figure 5. 

 

Figure 4. Region selection – Flowchart 

 

Figure 5. Region selection - Time sequence 

3.5 NFV Manager 

The main purpose of NFV Manager is to manage 

network functions, and to set the operating mode and 

the process method. Different resources are assigned to 

different users, based on user priority to ensure that 

users with higher priority receive services of a higher 

quality. NFV Manager includes the Priority Handler 

and Service Chaining components, which work 

together to provide users with requested network 

services. 

Priority handler components. Priority Handler 

component is mainly used to provide users with the 

need to use the network function, the configuration 

contains the corresponding to virtual network function 

of virtual machine level selection. Not all users, when 

using a network service, can be assigned to the same 

resource. To ensure that specific users enjoy a higher 

service quality than others, users are divided into two 

levels normal and preferred. Table 2 presents the two 

levels of VM type. 

Table 2. VM classification 

VM type Computing resource Users (Number)

Preferential VM 

 

High Limited 

Normal VM 

 

Low Unlimited 

 

In different virtual machines, more resources are 

deployed to preferential types, and fewer resources are 

deployed to normal types. The deployment of more 

resources to preferential types of VM to ensures that 

high-level users receive high services quality. Priority 

handler flowchart and time sequence as shown in 

Figure 6 and Figure 7. 

 

Figure 6. Priority handler – Flowchart 

 

Figure 7. Priority handler - Time sequence 
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Service chaining component. Service Chaining deals 

with user’s requirements for the configuration and 

implementation of a service chain to provide users with 

effective service selection methods that meet their 

needs. Service Chaining reduces the need for resource 

reconfiguration and improves service efficiency by 

analyzing virtual machines with network functions and 

selecting those with a low utilization rate. 

This work proposes Service Chaining for 

establishing a service chain. The resource usage of 

virtual machines is computed, and a favorable virtual 

machine configuration is selected for the service chain 

to provide favorable service quality. Equation (1) 

specifies the current resource utilization of a virtual 

machine in executing a network function. 
Ui

NT  and 

Maxi
NT  represent the current network throughput of the 

i-th virtual machine and its maximum network 

throughput, respectively. 
Ui

U  represents the current 

CPU utilization of the i-th virtual machine.  

 
1 2

Ui

U SC SC Ui i

Maxi

NT
Res W W U

NT
= × + ×  (1) 

Equation (2) is mainly used to select the virtual 

machines that can provide the most resources.  

represents the amount of resources that the i-th virtual 

machine can currently provide. 

 

1 2

: 1

1 ( )

Ui i

Ui

SC SC

Maxi

Maximim Res Res

NT
W W

NT

= −

= − × +

 (2) 

1SC
W  and 

2SC
W  represent the weights of the 

network throughput and the CPU utilization. The sum 

of 
1SC

W  and 
2SC

W  is unity. The network administrator 

can adjust the values of 
1SC

W  and 
2SC

W  according to 

the network environment. 

 
21

1
SC SC

W W+ =  (3) 

When all network functions have been configured, 

the results of that configuration are sent to an NFVI to 

enable the design of the service chain and recorded in a 

database to enable the usage of the network to be 

monitored. Service chaining flowchart and time 

sequence as shown in Figure 8 and Figure 9. 

3.6 Resource Manager 

The main purpose of Resource Manager is to 

manage network devices, and to monitor the usage of 

NFVI. To reduce the waste of resources, the provision 

of virtual machine services is dynamically adjustable. 

Overloading occurs when too many users use a single 

virtual machine of VNF, reducing the efficiency with 

which services are provided. When a user does not  

 

Figure 8. Service chaining – Flowchart 

 

Figure 9. Service chaining - Time sequence 

require a virtual machine, the load is light, resulting in 

wasted resources. Therefore, adjusting resource 

allocation and monitoring the overall environment are 

important tasks. Resource Manager contains Resource 

Allocation and Resource Monitoring components. 

Monitor and database component. To improve the 

efficiency of virtualized network functions, the overall 

environment must be monitored and adjusted. To 

provide the correct service, the administrator must 

register the service user, record network information 

and the user’s request in a database, as shown in Table 

3. This table records user ID, priority level of the user, 

and the required network function. 

Table 3. NFV user profile 

User ID Priority VNF 

1 Preferential NAT, Firewall, Router 

2 Normal Router, Firewall 

3 Normal NAT, Router, Firewall 

4 Preferential NAT, Firewall 

5 Preferential Firewall 

… … … 

 

Since a user’s region is not fixed, a network function 

may span multiple regions. Therefore, to records 
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information about the region in which the network 

function that is requested by the user is performed. 

Table 4 presents the monitored records, which contain 

various forms of information. 

Table 4. Monitoring data 

VM ID VM Level Region 
Network 

Function 

Computing 

Utilization 

Network 

Throughput
Initial Time Update Time 

1 Normal Global Firewall 23% 350Mbps 1459326998 - 

2 Preferential Local Firewall 10% 100Mbps 1459326970 - 

3 Preferential Local NAT 60% 800Mbps 1459326981 - 

4 Normal Global Router 55% 700Mbps 1459326989 - 

5 Normal Local Router 90% 1200Mbps 1459326981 1459327051 

6 Preferential Local Router 40% 400Mbps 1459326985 - 

… … … … … … … … 

m Normal Global VNF 85% 1000Mbps 1459326970 1459326992 

 

When a network service has been constructed, the 

configuration is recorded in a database. Each user 

requests a particular network function and has a 

particular priority. When a service chain is constructed, 

the user configuration is recorded in a database, which 

also records the network functions that are required by 

users and the virtual machine ID during the 

construction of the service chain, to support 

management by the administrator. 

During the monitoring process, the Monitoring 

component periodically sends to NFVI requests for 

information about the virtualized networked 

environment. When thus information is available, 

whether a virtual machine is under a light load, in a 

normal state, or overloaded is determined. If all virtual 

machines are in a normal state, then this result is 

recorded in the database and the initial record is 

updated with the current time, flowchart and time 

sequence as shown in Figure 10 and Figure 11.  

 

Figure 10. Monitor – Flowchart 

 

Figure 11. Monitor - Time sequence 

Resource allocation component. Resource Allocation 

deals mainly with the reconfiguration of resources 

when virtual machines are overloaded or lightly loaded. 

The overloading of a virtual machine is prevented to 

avoid inefficiency and the wasting of resources through 

lack of use. In the first method, when overloading 

occurs, excess load is transferred to other virtual 

machines that perform the same network function, so 

these other virtual machines share the excess load, 

reducing the load on the originalvirtual machine; when 

a virtual machine is under a light load, all of that load 

is transferred to virtual machines that perform the same 

network function, releasing resources to reduce 

idleness and improve operating efficiency. In the 

second approach, when overloading occurs, a new 

virtual machine is established to receive the excess 

load. 

Figure 12 shows resource usage and threshold 

setting for a virtual machine resource management. A 

load from 0% to the lower threshold (
lower

Res ) is 

defined as a light load, which is too low for resource 

utilization. Between the lower threshold and the upper 

threshold (
upper

Res ) the machine is in the normal state, 

which is acceptable, requiring no resource adjustment. 

Between the upper threshold and 100%, the machine is 

in the overloaded state, requiring the re-allocation of 

resources. To facilitate the resource re-allocation and 

to reduce its frequency, a load balance reference point 

( acceptableRes ) for resource adjustment is designed. 

When resource usage is below the load balancing 
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reference point, an excess work load can be accepted. 

When resource usage is above the load balancing 

reference point, the virtual machine is in a buffered 

state and can accept the rationing of new jobs, but 

cannot accept excess load. The buffer state is designed 

to ensure that the virtual machine does not frequently 

trigger Resource Reallocation requirements. 

 

Figure 12. Expression of threshold 

When a virtual machine is under a light load or 

overloaded, it will trigger the reconfiguration of 

resources. To ensure the smooth re- allocation of 

resources, whether the virtual machine is under a light 

load or is overloaded must be determined; whether 

other virtual machines that perform the same network 

function can accept the load, completing resource 

reconfiguration, must also be determined.  

Equation (4) yields the current resource usage of a 

virtual machine. 
T

NT  represents network throughput 

of a virtual machine. 
MaxT

NT  represents the maximum 

network throughput of all virtual machine. 
T

U  

represents the CPU utilization by a virtual machine. 

 
1 2

T

T RA RA T

MaxT

NT
Res W W U

NR
= × + ×  (4) 

Equation (5) yields the current excess load. 
exT

Res  

represents the excess load of a virtual machine.  

 
,

,

ex T acceptableT

ex TT

Res Res Res in Heavyload

Res Res in Lightload

= −⎧⎪
⎨

=⎪⎩
 (5) 

Equation (6) yields the current resource usage by 

other virtual machines that perform the same network 

function. R j
Res  represents resource usage of the j-th 

virtual machine. R j
NT  and Max j

NT  represent the 

network throughput and the maximum network 

throughput of the j-th virtual machine. R j
U  represents 

CPU utilization by the j-th virtual machine.  

 
1 2

R j

R RA RA Tj
MaxT

NT

Res W W U
NR

= × + ×  (6) 

Equation (7) represents current acceptable load. 

REx j
Res  represents the acceptable load capacity of the 

j-th virtual machine. When the current utilization of 

virtual machines is below the load balancing reference 

point, the receivable load is calculated. Otherwise, the 

acceptable load is set to zero. 

,

0 ,

REx Balance R Acceptable Rj j j

REx Rj j

Res Res Res Res Res

Res Res

= − >⎧⎪
⎨

= <⎪⎩

 (7) 

Equation (8) yields the total acceptable load transfer.  

 Avaiable RExR j
Res Res= ∑  (8) 

1RA
W  and 

2RA
W  represent the weights of network 

throughput and CPU utilization, The sum of these 

weights is one, as in Eq. (9). 

 
1 2

1
RA RA

W W+ =  (9) 

The resource allocation flowchart and time sequence 

as shown in Figure 13 and Figure 14.  

 

Figure 13. Resource allocation – Flowchart 

 

Figure 14. Resource allocation - Time sequence 

4 Performance Analysis 

In this work, an SDN and NFV are utilized to 

construct an experimental environment. SDN switches 
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are utilized to perform routing operations. An NFV 

server performs VNF to provide services. NFVM is 

used to manage NFVI, and to make decisions that 

ensure that it is the one wanted by the user of network 

operations. Table 5 presents the configuration of the 

parameters of Network Function Virtualization. 

Table 5. NFV parameter configuration 

Network function virtualization requirement information 

Number of NFV Types 5 

Minimum Number of VMs per VNF 1 

Maximum Number of VMs per VNF 6 

Maximum Number of VMs in the 

Environment 
30 

Maximum Network Throughput of 

Network Interface 
1024Mbps/s 

Number of User Connect to the 

Environment 
1 user per second 

 

Figure 15 shows the analysis of service performance 

for various numbers of users. One user per second is 

added to the experimental environment; that user is 

assigned normal priority or high priority at random. 

High priority users have more resources than users 

with normal priority. The number of users is limited, so 

network transmission can be maintained in a short 

delay state.  

 

Figure 15. User priority analysis 

This work proposes Resource Allocation to adjust a 

virtualized network environment to ensure smooth 

network operations. Resource Allocation adjusts the 

utilization rate to transfer load from heavy VM to light 

VN that perform identical network functions or 

establishes a new network function of VM to receive 

excess load when the network function usage reaches 

its upper limit. Figure 16 shows the results of a 

network function usage analysis, comparing the 

minimum virtual machine method, the maximum 

virtual machine method, and the method that is 

presented herein. In the minimum virtual machine 

method, as the number of user increases, the utilization 

increases, and at approximately 20 seconds, it reaches 

the load limit at a utilization rate of 100%, reducing 

network efficiency. In the maximum virtual machine 

method, many users are accommodated, and no 

excessive load was generated in the experiment; a low 

utilization rate was maintained, so resources were 

wasted. In the proposed method, the latter problem is 

solved. With Resource Allocation, the utilization rate is 

maintained at a moderate level and the efficiency of 

network is improved, reducing the waste of network 

resources. By the proposed method, in 14 seconds, 30 

seconds, 44 seconds, the network function usage 

exceeds the upper bound; the resource adjustment 

mechanism is triggered, and a new network function is 

added to the network to solve the problem of excessive 

loading. 

 
Figure 16. Virtual network function utilization 

analysis 

Figure 17 shows the number of virtual machines that 

corresponds to the network function of VM that is 

tested in Figure 16. By the proposed method, when the 

network function usage exceeds the upper bound, 

Resource Allocation is triggered to add virtual 

machines. 

 
Figure 17. Number of VMs for VNF 

To ensure the smooth operation of network services, 

the packet loss rate must not be too high. Figure 18 and 

Figure 19 show the packet loss rate and the results of a 

latency performance analysis, respectively. In the 

minimum virtual machine method, since the load 

reaches the upper limit at approximately 20 seconds, 

the usage rate reaches 100% at that time; the number of 

user increases, and the packet loss ratio and latency 

also increase. In the maximum virtual machine method, 

since resources are very abundant, the packet loss rate 

and latency are very low. In the proposed method, 

since the network function usage is maintained within 

a particular range to solve problem of excessive load, a 

low packet loss rate and latency are maintained. 
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Figure 18. Packet loss rate analysis 

 

Figure 19. Latency analysis 

The mechanism that is proposed in this work can 

effectively eliminate network inefficiency and the 

wasting of resources at the cost of increased computing 

time. Without service chain scheduling, a service chain 

can be established in more than one way, so 

construction time is short. However, in the mechanism 

that is proposed in this study, the establishment of a 

service chain involves complicated calculations and 

selection of network function. The proposed method 

selects an appropriate VM for network function and 

builds a suitable network function service chain to the 

user, increasing computing time. As the number of 

required network functions increases, the computation 

time increases. Figure 20 shown the computation time 

analysis. 

 

Figure 20. Computation time analysis 

5 Conclusion 

This work proposed a component-based Middleware, 

including a network, NFV, and a resource manager to 

ensure high performance and reliability in a virtual 

network environment. Network Manager manages the 

planning of a network function, based on the area of 

user that is. NFV Manager manages the provision of 

NFV services and provides service chain planning 

based on the needs of users and the status of each 

individual VNF, improving service quality. Resource 

Manager manages resource allocation, the quantity of 

utilization and the adjustment of the load associated 

with each network service function. This study 

developed the NFV middleware system achieves 

enhanced network operational efficiency, reliability 

and scalability. The experimental results demonstrate 

that the proposed mechanism improve network 

performance by 30% and reliability by 1.5%. 
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